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SPECIAL REPORT: THE SINGULARITY
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around the corner, so The Institute 
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TWO PATHS TO 
THE SINGULARITY        
MIT professor Neil Gershenfeld [left] and technology futurist Ray Kurzweil have 
long worked at the leading edge of physical science and computer science. Today 
both believe that we are on the event horizon of a technological singularity. 
David Dalrymple, a child prodigy who claims both these luminaries as mentors, 
discovers that they came to this conclusion from two very diff erent directions.  

ONLINE FEATURES:
CAUGHT ON TAPE: Author Vernor Vinge, 
roboticist Rodney Brooks, and neuroscientist 
Christof Koch expand on their ideas about 
the singularity in exclusive video interviews with 
IEEE Spectrum editors Harry Goldstein and 
Erico Guizzo. 

MAPPING THE BODY ELECTRIC: Human 
senses and body parts are increasingly 
augmented by a stunning array of high-tech 
devices. View our three-dimensional model to 
gauge progress toward the age of cyborgs.

ALSO ONLINE:
• Webcasts 
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• Audio Downloads 
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• Jobs 
• Career Accelerator
• IEEE Xplore® Digital Library
• Interviews 
• Opinions
• More!
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Of Two Minds

We knew early on that the 
lead article in this issue, 
which describes  theories 

about how the brain creates the 
mind, was going to be an unusual 
challenge. It would have to explain 
one of the most elusive subjects in 
all of science, and it would also have 
to take a critical look at claims that 
technologists are on the verge of 
 creating a mind in silico.

Executive Editor Glenn Zorpette 
knew exactly who should write it. 

“John Horgan is probably the only 
writer who is smart enough, cranky 
enough, and skilled enough to pull it 
off ,” he remembers thinking.

Horgan [above] and Zorpette 
worked together in the mid-1980s 
at IEEE Spectrum. They would 
 interview technologists and offi  cials 
during the day and drink beer, eat 
Dominican food, and argue about 
politics after work. Once, having 
 become lost driving to Albuquerque 
from Los Alamos National Labora-
tory, in New Mexico, they stumbled 
into a huge, exuberant ceremony in 
the desert with hundreds of Native 
Americans. Amid the feathers, bells, 

and body paint, the two journalists 
were conspicuous in blue blazers, 
wing-tip shoes, and Ray-Bans.

It was at Spectrum that Horgan 
began forging the probing,  impious 
style that characterizes his best 
works. He did smart, tough  pieces on 
underground nuclear  testing, arms 
control, and biomedical  devices. 
 Later, at Scientifi c American magazine, 
where he and  Zorpette worked and 
were occasional  hockey teammates 
in the mid-1990s, he profi led scien-
tists, technologists, and philosophers 
in stories that were free of the defer-
ence typical of that kind of article.

“At some point I felt that I could 
serve science better if I were 
 skeptical rather than reverential,” 
says Horgan, who now directs the 
Center for Science Writings at the 
Stevens Institute of Technology, in 
Hoboken, N.J. He is the author of 
three books and is a contributor to 
 Bloggingheads.tv.

Zorpette says, “When I was 
in my early 20s, John made me 
 understand that no career was more 
fun,  worthwhile, and interesting 
than print journalism. His curiosity, 
skill, and fi erce intelligence are what 
I have been trying to match for my 
whole  career.”  ❏

back story

CITING ARTICLES IN IEEE SPECTRUM

IEEE Spectrum publishes two editions. In the international  edition, the abbreviation INT appears at the 
foot of each page. The North American edition is identifi ed with the letters NA. Both have the same 
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you should  include the issue designation. For  example, the fi rst Update page is in IEEE Spectrum, 
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RODNEY 
BROOKS is a 
machine. Or so he 
says in his article on 
p. 62. A professor at 

the Massachusetts Institute of 
Technology, he researches the 
engineering of intelligent robots 
capable of operating in real-world 
environments and how to under-
stand human intelligence by 
building humanoid robots. Brooks 
is also the chief technical offi  cer of 
iRobot Corp. 

ROBIN HANSON, 
author of “The 
Economics of the 
Singularity” 
[p. 36], is an 

associate professor of economics 
at George Mason University, in 
Fairfax, Va. He trained as a 
physicist and worked in the 
aerospace industry before 
getting a Ph.D. in social science 
at Caltech in 1997. He is a pioneer 
of idea futures markets, among 
them the Foresight Exchange 
Prediction Market.

RICHARD A.L. 
JONES, author of 

“Rupturing the 
Nanotech Rapture” 
[p. 56], is a professor 

of physics at the University of 
Sheffi  eld, in England, and senior 
nanotechnology advisor for the 
UK government’s physical 
sciences and engineering funding 
agency. His book Soft Machines: 
Nanotechnology and Life (2004) 
argues that nanotechnology needs 
to learn as much from biology as 
from engineering.

CHRISTOF KOCH 
is a professor of 
cognitive and 
behavioral biology 
at Caltech. 

GIULIO TONONI is 
a professor of 
psychiatry at the 
University of 
Wisconsin, Madison. 

In “Can Machines Be Conscious?” 
[p. 46], the two neuroscientists 
discuss how to assess synthetic 
consciousness. Koch became 
interested in the physical basis of 
consciousness while suff ering from 
a toothache. Why should the 
movement of certain ions across 
neuronal membranes in the brain 
give rise to pain? he wondered. Or, 
for that matter, to pleasure or the 
feeling of seeing the color blue? 
Contemplating such questions 
determined his research program 
for the next 20 years. 

ALFRED 
NORDMANN, 
author of “Singular 
Simplicity” [p. 52], is 
a professor of 

philosophy and the history of 
science at Darmstadt Technical 
University, in Germany. His 
interests include the philosopher 
Ludwig Wittgenstein, the physicist 
and philosopher of science Heinrich 
Hertz, and the birth of new scientifi c 
disciplines, such as nanotechnology.

VERNOR VINGE, 
who wraps up this 
issue on p. 68, fi rst 
used the term 
singularity to refer to 

the advent of superhuman intelli-
gence while on a panel at the annual 
conference of the Associa tion for the 
Advancement of Artifi cial Intelli-
gence in 1982. Three of his books—
A Fire Upon the Deep (1992), 
A Deepness in the Sky (1999), and 
Rainbows End (2006)—won the Hugo 
Award for best science-fi ction novel 
of the year. From 1972 to 2000, Vinge 
taught math and computer science at 
San Diego State University.
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Given the current state of computer science 
and robotics, it’s hard to understand how 

“the singularity” meme has become lodged 
in the serious discourse of the technosphere. This 
is the idea that, as a consequence of exponentially 
accelerating technological innovation and continu-
ously self-improving artifi cial intelligence, computer 
power will outstrip human brainpower, leading to the 
end of human culture as we know it. Not a century 

from now, mind you, but somewhere 
between 2030 and 2045, depending on 
whom you talk to. 

The concept was framed in its most 
tech-savvy form by computer scientist 
and science-fi ction writer Vernor Vinge 
in 1983 in Omni magazine. It has since 
morphed into a complicated “theory” that 
for some, notably prolific inventor Ray 
Kurzweil, includes a posthuman after life 
in which we abandon our biological selves 
and are uploaded into digital and possibly 
robotic vessels, there to spend eternity as 
cybernetic Methuselahs. It is also thought 

by its followers to be inevitable, not merely one of many 
possible future scenarios.

The singularity represents an untestable set of as-
sumptions about our near future. So why are so many 
willing to take it seriously? That’s what we set out to dis-
cover in our special report, “The Rapture of the Geeks,” 
in this issue. Given that it’s the 25th anniversary of Vinge’s 
seminal work, it seemed like a good time to call upon the 
science and technology experts—including Vinge—to get 
a sense of the merits and the demerits of the singularity 
case. We were particularly interested to learn what, if any, 
technology supports the extraordinary claims made by 
the singularity’s proponents.

What we found is that there’s a lot of hyperbole distract-
ing us from the real work under way in  nanotechnology, 
brain implants, and machine learning.  Researchers are, 
with some success, making machines more intelligent 
and responsive to solving real-world problems. The ex-
plosion of disciplines involved in these pursuits gives you 
some sense of their complexity. Robotics departments 
have now added developmental,  epigenetic, or  evolutionary 
to their names; control and systems are becoming more 

and more intelligent; AI is coursing through the blood 
of embodied cognitive science. 

But we’re still a very long way from understand-
ing how consciousness arises in the human brain, let 
alone fi guring out how to re-create it in a machine. 
We’re even a long way from the much simpler goal of 
creating autonomous, self-organizing, and perhaps 
even self- replicating machines. 

Simple locomotion—like walking—has only re-
cently been conquered by roboticists. And there’s 
still a lot of work to be done to integrate walking with 
other functions, like seeing and hearing. An example 
that’s been causing a sensation on YouTube is Boston 
 Dynamics’ DARPA-funded robotic dog duo, BigDog 
and LittleDog. They are the braindogs of IEEE  member 
and company founder Marc Raibert, who fi gured out 
in the 1980s that robotic running could be controlled 
by a few decoupled control laws. 

BigDog—which actually looks more like a large 
headless spider that’s been chopped in half—is de-
signed to help soldiers in the fi eld carry heavy equip-
ment and supplies across rocky terrain. It can run, walk, 
and climb and is able to right itself after stepping into 
a hole or tripping over a branch, but it can’t fi gure out 
how to avoid these obstacles—at least not yet. 

LittleDog, on the other hand, is learning to “see” its 
environment before taking a walk. Software and sen-
sors help the robot evaluate the surface it’s about to 
step on so it can decide where to go next. The interest-
ing thing, as our journalism intern Sally Adee noted in 
her blog post about LittleDog, is just how much pro-
cessing time it takes the robopup to make “walk here, 
not there” decisions. It’s certainly not ready for Tokyo’s 
busy crosswalks.

This is hard scientific and technical work, and it 
 involves the deep understanding and use of dozens of 
 biological and electromechanical systems. The ability to 
 remain upright while avoiding potholes is important, but 
it’s just an infi nitesimal step along the road to anything 
resembling human consciousness.

Wireless communication, ubiquitous computing, 
nanotechnology, distributed sensing, and embedded sys-
tems are going to converge and deliver wonders. Elec-
tronic prosthetic devices and biopharmaceuticals will 
help us correct or expand our physical and mental capa-
bilities. Ultimately, we may even learn enough about con-
sciousness to re-create it in a machine and create artifi cial 
vessels for our own minds. But with all we have to do over 
the next 30 to 40 years, we don’t expect to be hitting the 

“Upload to digital heaven” button anytime soon. 
Do you? Let us know.  —Susan Hassler

BOSTON 
DYNAMICS’ 
DARPA-funded 
robotic dog, 
BigDog. 
PHOTO: BOSTON DYNAMICS

For more special features related to our singularity report, 
go to http://www.spectrum.ieee.org/jun08/singularityspecialreport

spectral lines

Un-assuming 
The Singularity
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LETTERS do not 
represent opinions 
of the IEEE. Short, 
concise letters are 
preferred. They 
may be edited for 
space and clarity. 
Additional letters 
are available online 
in “And More Forum” 
at http://www.
spectrum.ieee.org. 
Write to Forum, 
IEEE Spectrum, 
3 Park Ave., 17th 
Floor, New York, NY 
10016-5997, U.S.A.; 
fax, +1 212 419 7570; 
e-mail, n.hantman
@ieee.org.

ALL THE NEWS 
THAT FITS…YOU

Greg Linden’s arti-
cle, “People Who 

Read This Article Also 
Read...” [March] presents 
personalized news  article 
recommendations as the 
logical extension of the 
book and movie recom-
mendation systems used 
by sites like Amazon and 
Netfl ix. News, however, 
is more than entertain-
ment—it largely defi nes 
people’s perceptions of 
the world. News recom-
mendation algorithms 
based entirely on user 
preferences are therefore 
inappropriate. For exam-
ple, say an algorithm 
determines that a user 
enjoys articles featuring 
mostly positive informa-
tion about a certain politi-
cal or religious fi gure. 
Would the algorithm then 
avoid showing negative 
articles about that fi gure 
to that user? 

 If a handful of 
personalized news-
 aggregation sites do in-
deed become the public’s 
primary portal to infor-
mation on current events, 

the risk of bias and cen-
sorship—inadvertent 
or intentional—will be 
tremendous. The role of 
a free press sometimes 
includes telling people 
exactly what they don’t 
want to hear.

Michael Rutberg

IEEE Member
New York City

WHERE HAVE ALL 
THE ENGINEERS 
GONE?

The U.S. culture of 
abundance and short-

term thinking is at fault 
for the dearth of engi-
neers decried in Robert 
W. Lucky’s column 
[“U. S. Engineers and the 
Flat Earth,” Refl ections, 
March]. U.S. society 
reached a tipping point 
about 20 years ago, when 
we became so wealthy as 
a nation that we stopped 
deferring our gratifi ca-
tion to a future generation 
and began to believe that 
we could have it all in our 
lifetime. Today we lack 
scientists and engineers 
who have the persis-
tence to endure the chal-
lenges and frustration 
of diffi  cult but engaging 
work, because the soci-
etal goals have changed. 
In the 1960s there was 
a national purpose—to 
respond to Soviet chal-
lenges, win the Cold War, 
and put a man on the 
moon before the end of 

the decade. Now we have 
no overweening objective 
to drive us except “con-
sume mass quantities” 
and the ethos of “the one 
who dies with the most 
toys wins.”

We need a new Mar-
shall Plan for educa-
tion that will inspire our 
youth to strive for goals 
beyond portable gadgets 
and fl ashy video games. 
Technology drives 
progress, but technol-
ogy requires a numerate, 
 literate populace, and we 
are eating our own seed 
corn if we do not plant 
the love of knowledge 
and science early on in 
the hearts and minds of 
our young people.

Ross Bettinger

IEEE Member
Seattle

FIGHTING 
OBSOLESCENCE

I   just read “Trapped on 
Technology’s Trailing 

Edge” [April]. Until I 
retired, I worked with 
military missiles and 
space applications. One 
of the techniques engi-
neers use to get around 
the problem of obsolete 
parts is to insist that the 
interfaces meet well-
established standards. 
That way, subsystems 
can be replaced with 
new components with-
out replacing the entire 
 system—or so the idea 

goes. Unfortunately, the 
standards now seem to 
have a lifetime not much 
longer than the compo-
nents’. It is also notable 
that the standards often 
change solely for compet-
itive reasons, not because 
of technical inadequacy.

Norman Worth

IEEE Life Member
Los Alamos, N.M.

LOSING OUR GRIP

In “Top 10 Tech Cars” 
[April], the text con-

cerning the 2009 
Chevrolet Corvette ZR1 
states: “The factory did 
confi rm that the corner-
ing grip is more than 
1 g—enough to make you 
feel twice your weight in 
a perfectly banked curve.” 
Not correct. The forces 
add vectorially. If the 
cornering (centrifugal) 
force is 1 g, then you must 
add it to the downward 
force due to gravity. The 
resulting force is 1.41 g, 
directed at 45 degrees to 
the vertical. This is also 
the case if the curve isn’t 
perfectly banked, but if 
it is, the force is vertical 
on the rotated car frame, 
and any car could prob-
ably achieve that. It may, 
however, be a noteworthy 
achievement to manage 
this on a perfectly hori-
zontal (unbanked) curve.

Clive Woods

IEEE Senior Member
Baton Rouge, La.

forum
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BYE, BYE, BURAN

Readers of “Copying NASA’s 
Mistakes,” the book review by 

James Oberg about the Soviet space 
shuttle [March], may be interested in 
a sequel. On 11 and 12 April 2008, the 
German news was full of reports about 
the delivery of a Buran test vehicle to the 

Technik Museum in Speyer, Germany, 
where it will be exhibited—a fate more 
fi tting than what befell the vehicle 
Oberg mentions at the end of his review: 
being turned into a restaurant.

Edith Borie

IEEE Member
Karlsruhe, Germany IL
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PUSHING 
PENCILS: 
Graphene, found 
in pencil marks, 
is a candidate 
material for 
making future 
transistors. It’s 
extracted from 
graphite crystals 
[below] using 
sticky tape.
TOP: ILLUSTRATION: ANNA 
DEMIAN/RANDI SILBERMAN; 
LEFT: GRAPHENE INDUSTRIESThe little smudges you 

leave behind whenever you 
use a pencil could be the key 

 ingredient of the next revolution in 
computer circuitry, according to 
experts around the globe. Part of 
what shears off  from the  graphite 
in a pencil is a substance known 
as graphene, a one-atom-thick 
 crystal with remarkable electrical 
 properties that may overcome the 
 physical limits silicon faces as tran-
sistors shrink to ever-smaller sizes. 

Silicon’s remarkable run as 
ruler of the chip world may be 
nearing an end as engineers 
 eventually lose the ability to 
make faster silicon transistors 

by  making them smaller. In the 
hunt for what comes next,  carbon 
nanotubes have gotten a big chunk 
of the attention, but if the current 
explosion of research activity is 
any indication, it may be graphene 

that wins in the end. This spring 
saw a fl urry of breakthroughs 
surrounding graphene, 
culminating in the creation 
of what may be the smallest 
transistor ever made—one atom 
thick by 10 to 50 atoms wide. 

Like carbon nanotubes, 
graphene is a crystal structure 
of carbon atoms but arranged 
in a fl at plane instead of a 
cylinder. The electrons in 
graphene behave as if they 
have no mass. Like photons—
but unlike electrons in other 
materials—the electrons move at 
a constant speed, regardless of 
how much energy each one has.

A transistor built out of 
graphene, therefore, should 
operate much faster than a 
 comparable one made from silicon. 
Michael S. Fuhrer, a physicist 
at the University of Maryland’s 
Center for Nanophysics and 
Advanced Materials, recently 
showed that at room temperature 

Researchers Pencil In 
Graphene Transistors 
Graphene’s weird electrical properties allow 
for smallest transistor yet

more online at http://www.spectrum.ieee.org
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electrons in graphene move 
at 200 000 centimeters 
per second for every volt 
per centimeter of electric 
fi eld, 100 times faster than 
in silicon. “All other things 
being equal, that would 
translate into a 100 times 
faster transistor,” he says.

Graphene has been known 
for decades as a single plane 
of graphite, but it was only 
in 2004 that Andre Geim 
and Kostya Novoselov of the 
University of Manchester, 
England, were able to isolate 
it by the simple act of pressing 
a piece of tape to a graphite 
crystal and placing it on a 
silicon substrate. In April, the 
two researchers described 
their transistor, 10 to 50 atoms 
wide and built by etching 
a pattern into graphene.

The substance is not 
a  natural choice for a 
 transistor material, in that 
it has no  electrical  bandgap, 
so  applying an external 
 electric fi eld doesn’t block 
the  transport of electrons. 
In other words, a graphene 
transistor would be hard to 
turn off . Geim and Novoselov 
overcame that obstacle by 
etching away some of the 
graphene to create nar-
row constrictions, which, 
in the odd physics of two-
 dimensional materials, pro-
duced an artifi cial bandgap.

Funding for graphene 
research is fl owing, notably 
from the EU’s Graphene-
based Nanoelectronic 
Devices (GRAND) program, 
which among other things is 
looking at whether graphene 
would still work its wonders 
when integrated with the 
silicon CMOS process. In 

the United States, the 
Defense Advanced Projects 
Research Agency is funding 
graphene research in the 
quest for better RF circuits. 
Industrial heavyweights 
such as IBM are also 
exploring the material. The 
company constructed a 
graphene transistor last fall. 

Graphene may fi nd a 
home outside ICs as well. Its 
high electrical conductance 
could lead to more  sensitive 
chemical sensors, and it 
could prove to be a cheaper, 
more fl exible substitute for 
the indium tin oxide used 
as transparent electrodes 
in LCDs and touch screens. 
It may also allow  batteries 
to pack in more energy. 

Despite widespread 
excitement over graphene’s 
potential, Maryland’s 
Michael Fuhrer warns that 
the research is still in its 
early days. “Right now we’re 
at the stage where we’ve 
got this interesting mate-
rial to play with,” he says, 

“but I think it’s all blue sky.” 
Robert Westervelt, a 

Harvard University expert 
on how electrons behave 
in 2- D materials, doubts 
that graphene will entirely 
replace silicon computing 
devices, but he says the mate-
rial could lead to specialty 
circuits that compute in new 
ways, perhaps using some 
characteristic of electrons 
other than charge. “There 
are probably more questions 
than answers now, but it’s 
got a lot of people excited,” 
he says. “All of the rules are 
really changed about the 
ways the electrons behave.”  

 —Neil Savage
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OPEN-SOURCE BABY

Research groups across Europe 
are becoming parents to bouncing baby 

robots. By teaching them to walk, open doors, 
shake hands, and even talk, they hope to fi g-
ure out how human children learn to do the 
things we adults take for granted. iCub—the 
size of a 3-year-old child—was developed by 
11 separate research groups. So unlike com-
peting robotic children, it had to be designed 
using modular hardware and open-source 
software. “It’s more eff ective to have a critical 
mass of researchers tackling an area as com-
plex as this,” says Giorgio Metta, an assistant 
professor at Italy’s University of Genoa. The 
iCub adoption program is sending robots to six 
European research labs this year and the next.   
More online at http://www.spectrum.ieee.org/jun08/icub.
PHOTO: ROBOTCUB
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When the U.S. Navy decided 
it needed to monitor the 
condition of its aging 

aircrafts’ wings, it tried embedding 
wireless sensors inside them. Each 
sensor, attached to energy-harvesting 
circuitry, periodically checks the 
wings for damaging stress and strain, 
says Zoya Popovic, a professor of 
electrical engineering at the University 
of Colorado, Boulder, who worked on 
the project. To recharge or activate the 
sensors, a technician holds a transmitter 
a meter away from a wing to create a low-
energy electric fi eld within range of the 
sensors’ energy-harvesting circuits. 

In solving this problem, engineers 
dusted off  a decades-old idea: radio-
frequency energy harvesting, be it 
from strategically placed transmitters 
or from the ambient energy emitted by 
cellphone towers and television stations. 
The concept was once dismissed 
as unfeasible because of the rapid 
dissipation of electromagnetic waves as 
they travel from their source. But even 
microwatts, if trickled into a battery or 
supercapacitor, can be enough to power 
some sensors for more than a decade. 
The combination of extremely low-
power microprocessors, increasingly 
aff ordable supercapacitors for energy 
storage, and budding markets for 
sensors that make buildings more 
energy effi  cient and monitor inventory 
has enabled a new generation of 
energy-harvesting devices.

Typically, wireless sensors are 
designed to observe environments in 
a more fl exible way than wired ones 
can—tracking cattle in the middle of 
a fi eld, generating early warnings of 
impending earthquakes, and assessing 

the structural health of bridges, for 
example. But a sensor’s power supply 
is the most confounding problem. 
Each option has its limitations: a 
battery alone has a short lifetime, and 
solar cells, the most common energy-
 harvesting technique, can’t soak up 
photons from inside an airplane’s wing.

The technology for harvesting 
wireless power is essentially based 
on radio-frequency identifi cation, or 
RFID. A transmitter sends a burst 
of radio-frequency energy that both 
 carries information to a chip and can 
be converted to dc electricity to power 
it. A tag consisting of an antenna and 
a microchip responds by sending back 
data about the object it is attached to.

Turning those simple tags into 
 fancier monitoring devices requires 
more power, so the RF energy would 
need to be captured and stored or 
 transmitted continuously. Some 
food companies, for example, have 
begun tracking their delivery trucks 
more closely, according to one RFID 
 technology company. A truck outfi tted 
with a transmitter can both recharge 
and query RFID-based sensors that 
periodically check temperatures 
inside the truck or perform antitheft 
 surveillance. When the sensors detect a 
change in their environments, the tags 
relay that data back to the transmitter. 

A key development has been a steady 
growth in the distances over which the 
tags can communicate. Power companies 
hoping to install sensors along electric 
power lines, for example, would like to 
gather data from those devices without 
having to check each one individually. 
Norman D. McCollough Jr., a director 
of technology at Hendrix Wire & Cable 
Inc., a power-distribution systems 
company in Milford, N.H., anticipates 
that his remotely located energy-
harvesting sensors, which now can 
transmit data across 100 meters, will 
soon be able to return information to 
a transmitter more than a kilometer 
away. McCollough has been using a 
chip introduced in January that can 
both pick up lower-power signals and 
operate at a higher power to send data 
back over longer distances, thanks to a 
redesigned power-amplifying circuit. 

With signifi cantly more fl exible 
sensor installations come new 
applications. For example, using 
energy- harvesting sensors to control 
thermostats in offi  ce buildings could 
improve the energy effi  ciency. To assess 
whether sensors in an offi  ce building 
could be powered ambiently, Marlin 
Mickle, an electrical engineering 
professor at the University of 
Pittsburgh, mapped the radiated power 
from the radio stations around his city. 

“When we talk about ambient energy, 
the source is not under our control. But 
it’s still out there, and we’re showing 
that we can make it work,” Mickle says.

But even so, one essential problem 
remains: a reliable source of RF energy 
isn’t always available. In addition to 
RF harvesting and attaching solar 
cells to microprocessors,  engineers 
have explored converting temperature 
changes or mechanical movements—
perhaps from vibrations or the fl ipping 
of a light switch—into electrical 
energy. Greg Durgin, an assistant 
professor of electromagnetics at the 
Georgia Institute of Technology, in 
Atlanta, thinks that ultimately the 
solution will be more complex. 

“A really emerging area is  getting 
hybrid power supplies to work on 
this,” Durgin says. Linking two 
energy- harvesting techniques on one 
 sensor might fi nally make the devices 
truly independent.  —Sandra Upson

Putting 
Wireless 
Power To 
Work
Smart sensors harvest 
radio-frequency energy 

POWER TOWERS: Wireless sensors could 
scavenge power from radio signals. 

LESTER LEFKOWITZ/GETTY IMAGES
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63
The number of blackouts 
caused by Mylar balloons in 
Burbank, Calif., since 1993. 
The city is considering a ban.
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When Eka, the 
117.9-terafl op super-
computer built by 

the Computational Research 
Laboratories (CRL) in Pune, 
India, was named the fourth 
most powerful machine in 
the world last November, the 
global computing commu-
nity—and even the computer’s 
developers—were surprised. 
Though a new top 10 list, due 
out this month, may see Eka 
demoted, CRL has already 
proved that top rankings in 
this fi eld, typically the domain 
of national laboratories in the 
richest countries, cannot be 
taken for granted. Next month, 
the company should see its 
larger goals achieved as well: 
turning the US $30 million 
Eka into a revenue-generating 

supercomputer for hire and 
its team into a supercomputer 
services consultancy. Eka 
is the only privately funded 
supercomputer in the top 10, 
and it is the only one built spe-
cifi cally to make money.

“We believed that high-
performance computing can 

earn money, be a  profi table 
business, and make a 
 diff erence to the economy of 
the nation,” says N. Seetha 
Rama Krishna, head of high-
performance computing 
(HPC) operations at CRL, 
a wholly owned subsid-
iary of Tata Sons Limited, a 
division of the $28.8 billion-
per-year conglomerate Tata 
Group, based in Mumbai. 

True to India’s  software 
and services tech  culture, 
rather than try to outdo 
Cray, IBM, Hewlett-Packard, 
or Silicon Graphics at 
 designing and selling 
 supercomputers, CRL will 
provide end-to-end super-
computing services—renting 
 computer time, adapting and 
fi ne- tuning applications, and 
off ering analytical services. 

Today Eka is testing 
more than 15  applications 
for  customers, and the 
 company is in talks with 
several  clients from the auto-
mobile, aerospace, fi nancial, 
oil and gas exploration, and 
life sciences sectors, includ-
ing aerospace giants Boeing, 
Embraer-Empresa Brasileira 
de Aeronautica, and Airbus. 

“That  commercial 
 outfi ts are willing to bet 

huge money on HPC 
is  surprising,” says 
S. Ramakrishnan,  director 
general of the Center for 
Development of Advanced 
Computing, another super-
computing center in Pune. 

“CRL could be a game 
changer in this arena.” 

To get the job done, CRL 
started with a conventional 
cluster model of supercom-
puter, a group of 1800 Hewlett-
Packard servers made up of 
more than 14 000  processors. 
The innovation lies in how 
the servers are connected to 
one another. The  interconnect 
scheme relies on the  concepts 
of projective geo metry—
a non-Euclidean method in 
which parallel lines  intersect 
at infi nity. The result is a 
 simpler interconnect lay-
out that both increases the 
 computer’s bandwidth and 
lowers its power  consumption 
and cost of construction.

As a result of the 
interconnect scheme, the 
supercomputer is basically 
 circular. At the center are 
data storage and networking 
hardware. Encircling those is 
the computing hardware, and 
surrounding it is a system 
of powerful air conditioners. 
This shape contrasts sharply 
with that of other cluster-
type supercomputers, 
which are arranged as rows 
upon rows of computers. 

The Eka team is still 
optimizing the machine, 
designing its own network 
switches and building spe-
cialized mathematical soft-
ware. CRL has also begun 
work on the architecture 
and the key pieces of Eka’s 
 successor. —Seema SinghTHE RING: Eka’s interconnects give it an unusual layout. 

Tata Hopes Its 
Supercomputer Is 
A Money Machine
Will Eka, the most powerful privately owned 
supercomputer in the world, turn a profi t?

Computer Racks Air Conditioners

Eka Supercomputer Layout

COLD AISLE

HOT AISLE

COLD AISLE

Typical Supercomputer Layout
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“Now all the EE textbooks need to be changed” —LEON CHUA, 
who predicted the existence of the recently discovered memristor, the fi nal 
fundamental circuit element. More at http://spectrum.ieee.org/may08/6207 
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Want faster fl ash? 
Sprinkle in a little 
carbon. Researchers 

at Cornell University, in Ithaca, 
N.Y., suggest that a thin layer of 
buckminsterfullerene (C60), a.k.a. 
buckyballs, embedded in an 
ordinary fl ash-memory cell, can 
increase how long the memory 
holds a bit, boost the speed at 
which a bit is written or erased, 
and decrease the memory’s drain 
on a battery.

Like ordinary transistors, fl ash-
memory cells are made up of a 
source, a drain, and a gate, whose 
voltage controls the fl ow of  current 
between the two. The gate is 
 separated from the rest of the tran-
sistor by a thin layer of insulation, 
the gate dielectric. The diff erence 
in fl ash is that the cell contains an 
additional, “fl oating” gate embed-
ded within the dielectric. Put 
enough voltage on the main gate 
and electrons will jump the dielec-
tric barrier and get stuck inside the 
fl oating gate. Reverse the polarity 
of the voltage and the charges will 
jump back out. The stuck charge, 
or its absence, is the stored bit.

Tuo-Hung Hou, of the Cornell 
group, likens the fl oating gate to 
a tiny island inside the chip. To 
change the bit’s value, the water 
level surrounding the island—the 
barrier that the gate  dielectric 
presents to an electron  trying 
to jump from the  transistor 

 channel into the fl oating gate—
must be reduced so that the fl oat-
ing gate can be easily accessed.

Having followed Moore’s 
Law for years, fl ash memory is 
bumping up against the physical 
limits of speed, size, and power 
consumption. To make fl ash chips 
that are faster and consume less 
power during the writing process, 
engineers must fi nd a way to 
get electrons into and out of the 
fl oating gate using less voltage. 
One way is to make the insulation 
thinner so that it takes less voltage 
to induce an electron to jump 
across the insulation and less time 
for electrons to fi ll the fl oating gate.

Today the insulator is just 
7 to 8 nanometers thick. But, says 
Sanjay Banerjee, director of the 
University of Texas at Austin’s 
Microelectronics Research Center, 
if it gets any thinner, using the 
same insulation technology, 

“that insulator becomes so thin 
that it inevitably has some 
defects, which causes the charge 
[holding the bit]...to leak away.”

Hou and his colleagues’ 
 solution was to build a layer of 
buckyballs into the dielectric 
between the fl oating gate and the 
transistor channel. “The bucky-
balls are like putting stepping 
stones in the middle of the river,” 
Hou says. “Then electrons can 
jump onto the stepping stones 
and then jump to the other side.” 

Without any applied  voltage, 
the dielectric barrier is still too 
big for electrons to cross. But 
 introducing just a few volts 
reduces the barrier enough to 
make the buckyball  stepping 
stones accessible, allowing 
 electrons to move into and out of 
the  fl oating gate more quickly and 
easily. Researchers had earlier 
made the stepping stones using 
silicon nanocrystals, but their 
eff ectiveness depends on the nano-
crystals’ size, which is diffi  cult 
to keep consistent. Buckyballs, 
which act as a semiconductor in 
this case, are always the same size. 

The Cornell group says that 
the presence of C60 can cut the 
voltage needed to operate fl ash-
memory chips from today’s 
10- to 13-volt range down to 5 V. 
Less voltage required for every 
bit being written or erased means 
substantially less drain on the 
battery, says Banerjee, who 
researches fl ash memory and 
consults for leading fl ash manu-
facturers. The improved writing 
speed could open up new kinds of 
applications that previously used 
faster memories, such as DRAM.

Banerjee thinks that adding 
buckyballs would add to the cost 
of manufacturing fl ash chips. “But 
if it works the way we hope it does, 
then it should improve the perfor-
mance so much that I think it’d be 
worth the cost.”    —Mark Anderson

Buckyballs 
To Boost 
Flash Memory
Lower power and faster writing from
a dash of C60 

news 
brief 
NANO-
PINE TREES
University of 
Wisconsin materials 
scientists grew these 
lead-sulfi de nano-
wires [above] in the 
shape of pine trees, 
with a main trunk and 
branches spiraling 
around it like a helical 
staircase. Structures 
like this were diffi  cult 
to make—until the 
researchers found 
that a single screw-
shaped dislocation 
embedded in the 
trunk wire causes a 
spiral of branches 
to sprout.
PHOTO: AAAS/SCIENCE

O
R

IG
IN

A
L P

H
O

T
O

: IM
A

G
E

B
R

O
K

E
R

/A
LA

M
Y

; P
H

O
T

O
-ILLU

S
T

R
AT

IO
N

: A
N

N
A

 D
E

M
IA

N

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P15E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


A new implantable 

device promises to 
off er doctors more 

precision in treating patients 
with cancerous tumors. 
Babak Ziaie, a professor of 
biomedical engineering at 
Purdue University, in West 
Lafayette, Indiana, has 
 created a wireless radiation 
detector that measures from 
within a tumor itself how 
much therapeutic radiation 
the tumor is getting. 

Ziaie designed the tiny 
dosimeter, which is about 
2  centimeters long, to fi t 
 inside a hypodermic  needle, 
making it easy to inject 
the device into the body. 
The  detector is simple—a  
modifi ed capacitor attached 
to an inductor, both of which 
are encased in a glass  capsule. 
His breakthrough was to use 
micro machining techniques 
to shrink the device. 

About half of all cancer 
patients in the developed 
world receive radiation therapy, 
according to the International 
Agency for Research on 
Cancer, in Lyon, France. In 
one common type of therapy, a 
cluster of individually sculpted 
beams of high- energy photons 
are shot at a prone patient. 
Before a series of treatments 
begins, a computer creates 
models of the patient’s body 
to tailor the paths of the thin 
beams to match the shape of 
the cancerous target. 

The challenge is know-
ing exactly where the tumor 
is, down to a fraction of a 
millimeter, on any given day. 

“When a patient comes in 
for radiation day in and day 
out, his prostate may be off  
by 5 or 10 millimeters from 
where it was the day before,” 
says Allan Pantuck, a urolog-
ic oncologist at the Universi-
ty of California, Los Angeles. 

“So the question is, are you 
really hitting the target you 
think you’re hitting?” 

If an implanted dosimeter 
indicates that a tumor received 
less radiation than the treat-
ment plan had specifi ed, the 
hospital staff  could revise the 
patient’s therapy, Ziaie says. 
As a result, the tumor would 
receive a corrected dosage, 
and the surrounding tissue—
which would presumably ab-
sorb the missing radiation—
could be spared more damage.

The radiation-sensing ca-
pacitor consists of two plates 
separated by an air gap. The 
top plate is mounted on a fl ex-
ible membrane that allows 
it to move. The bottom plate 
is fi xed in place and consists 
of a layer of Tefl on on top of 
glass. The Tefl on plate forms 
an electret. Often referred to 
as the electric equivalents of 
magnets, electrets are materi-
als that are able to maintain 
an electric fi eld, sometimes for 
longer than a decade. The elec-
tret’s electric fi eld pulls the top 

capacitor plate toward it. 
During a treatment, the 

radiation ionizes the air be-
tween the electrode plates, 
and the resulting charged 
particles weaken the electret’s 
electric fi eld. That in turn 
causes the top plate to move 
away from the bottom one. 

To read the dosimeter, an 
external antenna delivers an 
oscillating electric fi eld to the 
implanted device. The induc-
tor in the device picks up this 
fi eld and resonates at a fre-
quency proportional to the 
distance between the plates in 
the capacitor. Detecting this 
resonance frequency gives a 
measure of how much radia-
tion the device has absorbed. 

One company, Sicel Tech-
nologies, in Morrisville, N.C., 
has also developed an implant-
able dosimeter, but it contains 
a microchip and other circuitry. 
 Ziaie anticipates that his device 
will be signifi cantly cheaper 
and easier to manufacture, on 
the order of US $5 each.

However, not all doctors 
are convinced that patients 
need an implanted dosim-
eter. Generally, doctors treat 

their patients according to the 
initial computer simulations 
rather than measuring the 
dose each patient is actually 
receiving. So they don’t neces-
sarily know that there may be 
a problem to fi x. Niko Papan-
ikolaou, the director of medi-
cal physics at the University of 
Texas Health Science Center, 
in San Antonio, tested Sicel’s 
dosimeters in several of his 
patients. “All we discovered 
was that we were doing things 
right,” he says.

But not everyone does 
things right. In April 2008, 
Ottawa Hospital Cancer Cen-
tre, in Canada, revealed that 
over the course of three years 
326 cancer patients had re-
ceived almost 20 percent less 
radiation than they were pre-
scribed, due to an incorrectly 
programmed machine.

Whether or not doctors 
warm up to real-time radia-
tion monitoring with implant-
ed dosimeters remains to be 
seen. To improve its odds, 
 Ziaie hopes to shrink his de-
vice even further, in time to 
start testing it in pigs by the 
end of 2008. —Sandra Upson

KEEPING TABS: Babak Ziaie’s implant monitors radiation 
doses and wirelessly delivers the data to doctors.

Radiation Sensor Fine-
Tunes Cancer Treatments
An implantable detector could monitor 
changes in tumors

16   INT   •   IEEE SPECTRUM   •   JUNE 2008   WWW.SPECTRUM.IEEE.ORG  

P
U

R
D

U
E

 U
N

IV
E

R
S

IT
Y

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

_____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P16E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


CHANGING THE STANDARDS

CST – COMPUTER SIMULATION TECHNOLOGY | www.cst.com | info@cst.com

Go with the flow. Enjoy your speed.
CST MICROWAVE STUDIO® 2008. There’s more behind it.

Speed and accuracy blended into 
one. Designed to fit your workflow, CST 
harnesses the power of leading edge 
software and hardware technology to 
put  3D EM in the fast lane.

Don’t just judge the book by the 
cover though – the software has to 
perform. Check out the time taken to 
reach your accuracy requirement and 
we are convinced that our simulation 
technology will come out on top. All 
applications have different needs. CST 
has the technology to cover them.

CST MICROWAVE STUDIO® [CST 
MWS] is the first commercial HF 3D EM 
code to offer the advantages of time 
and frequency domain, hexahedral 
and tetrahedral meshing, united in 
one interface, allowing you to choose 
the technology best suited to your 

application. Embedded in an advanced 
design environment, CST MWS can be 
coupled with all CST STUDIO SUITE™ 
solver technology including circuit and 
thermal simulation.

CST MICROWAVE STUDIO® is the 
market leading time domain tool for 
3D EM simulation. It has benefited from 
over 30 years experience in the area of 
numerical field calculation, and is used 
by industry market leaders worldwide.

Choose the accuracy and speed 
offered by CST MWS. There’s more to 
performance than meets the eye.
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 Is the word nerd an insult 
or not? Until recently, 
there was no doubt; in fact, 

most dictionaries call nerd 
an off ensive term, used to 
insult a person’s appearance, 
hygiene, or social skills. That 
sense of the term has been 
around since at least the early 
1950s. The 28 October 1951 
issue of Newsweek tells us 
that “in Detroit, someone 
who once would be called 
a drip or a square is now, 
 regrettably, a nerd.” The 
word nerd also appears in the 
1950 Dr. Seuss story If I Ran 
the Zoo, but he was referring 
to a  fi ctional animal, not a 
socially inept person.

Now, however, most 
reference guides also 
include a second defi nition 
for nerd that’s practically a 
compliment. For example, 
Encarta defi nes a nerd as a 

“single-minded enthusiast: 
somebody who is considered 
to be excessively interested 
in a subject or activity that 
is regarded as too technical 
or scientifi c.” The phrases 

“excessively interested” and 
“too technical or scientifi c” 
still give the defi nition an 
odor of insult, but that bit 
about being a “single-minded 
enthusiast” doesn’t sound bad 
at all. Wikipedia’s  defi nition 
is similarly ambiguous: 

“a person who passionately 
pursues intellectual activities, 
esoteric knowledge, or other 
obscure interests that are 
age inappropriate rather 
than engaging in more social 
or popular activities.”

Some folks are taking 
the positive aspects of the 
word’s defi nitions and 
running with them. That is, 
people are enthusiastically 
embracing their inner (and 
outer) nerd. For example, 
the online merchandiser 
Cafe Press has a Geek and 
Nerd Gifts section where 
you can buy T-shirts and 
other items with slogans 
like “Talk Nerdy to Me,” 

“Nerd Girl,” and “I [Heart] 
My Nerd.” There’s even a 
Nerd Pride Day (also called 
Geek Pride Day), which is 
celebrated on 25 May, the 
day the fi rst Star Wars movie 
was released, in 1977.

All this pro-nerd feeling 
is spilling over into the 
language, too, with nerd-
related coinages popping 
up like pocket protectors at 
a comic-book convention. 
For example, the population 
of nerds taken as a whole 
is called nerdom, and a 
person’s nerdy traits and 
characteristics represent 
their nerdity. The latter 
term is used often by 
the psychologist David 
Anderegg in his engaging 
book Nerds: Who They Are 
and Why We Need More of 
Them [Tarcher, 2007]. The 
whole nerd-is-cool meme 
is often summarized in 
the formerly oxymoronic 
phrase nerd chic.

Any long and nerd-
 oriented activity is known 
as a nerdathon, and if that 
activity happens to be a 
computer game or a LAN 

party (a gathering where 
people bring their own 
computers, connect them 
together into a local area 
network, and then play 
games against one another), 
it’s called a nerdstorm.

As yet another example 
of the digital DIY movement 
I talked about in my column 
last June, nerds are embracing 
crafts of various kinds. For 
example, some nerds are 
baking cakes in the shape 
of Sonic the Hedgehog or 
an Xbox 360 console. These 
are known as gamecakes, 
and the people who bake 
them are gamecakers. 
The desserts are examples 
of a larger genre called 
nerdcraft, and the people 
who engage in such activities 
are called nerdcrafters.

On the music front, there 
are artists who specialize 
in a form of rap music with 
lyrics relating to computers, 
technology, and engineering 
(I am not making this up), a 
genre known as nerdcore 
(from its original association 
with the hard-core music 
genre), though many people 
prefer the term geeksta 
(a play on gangsta).

Nerds are even starting to 
congregate in the same areas 
(outside of Silicon Valley, that 
is), a trend fi rst recognized 
by the urban analyst Joel 
Kotkin. He uses the term 
nerdistan to refer to any 
upscale and largely self-
contained suburb or town 
with a sizable population of 
high-tech workers employed 
in nearby offi  ce parks that 
are dominated by high-tech 
industries. Those employees 
with vested stock options 
in successful tech start-ups 
are known as millionerds 
or, if they started the 
company, entreprenerds.

All these nerdologisms 
can’t hide the fact that, for 
nongeeks, the word nerd is 
still something of an insult 
(more so than the now almost 
neutral term geek but less 
so than the truly insulting 
terms dork and dweeb). The 
diff erence is that now the 
nerds simply shrug their 
shoulders, push up their 
glasses, and go back to 
whatever they were obsessing 
about. They’re proud of 
their nerdhood, and they 
know that living nerdily 
is the best revenge.  

Homo Nerdus

BY PAUL MCFEDRIES

“Nerds are the ones who don’t go to the party so they can stay home 
and do homework; geeks bring their homework to the party.”  
                 —David Anderegg, Nerds: Who They Are 

and Why We Need More of Them (2007)
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To experience the full 
 fabulousness of Denee 
Busby, first you have to see 

her in action, then you have to 
meet her, and finally you have 
to listen to her story.

I recently saw her onstage, 
playing a scantily clad  comedic 
fl oozy opposite Vivica A. Fox. 
When we met after the show, 
Busby was resplendent in a 
neon orange jumpsuit with 
 rhinestone hoop earrings and 
wild, curly shoulder-length 
hair. And that was when she 
told me how she got to be both a 
 working engineer and an actress.

Since 1999, when she grad-
uated with double  bachelor’s 
degrees in electrical and 
 mechanical engineering from 
the University of California, Los 
Angeles, Busby has assisted with 
the design of  refi neries, plants, 
and pipelines along the West 
Coast for Shell and Chevron. 
She has also appeared on the 
TV series “Eve” and “Charmed,” 
had a role in the 2004 movie 
The Cookout with Ja Rule, and was 
in last year’s sold-out  touring 
musical Whatever She Wants with 
Fox. She says her cast mates 
would tap her for  computer 
tech support on the road.

“People tell me, ‘You don’t act 
like an engineer, but you  operate 
like one,’” Busby says with her 
husky voice. “I was attracted to 
electrical engineering because it 
was so structured. It was  circuit 
design, and there was only one 
way it worked. But because my 
brain thinks in absolutes, the 
 subjective nature of  entertainment 
is hard for me to deal with.

“I always knew that the 
 analytical side of my  personality 
would be how I’d make my 
 living. But I still danced and 
sang through college, as a release. 
It didn’t happen until after I 
 graduated college that the  acting 
bug really got unbearable.”

Busby grew up in northern 
California and began  dancing at 
age 2. In high school she acted 
in school productions and spent 
a summer performing with the 
Alvin Ailey American Dance 
Theater. But an  affi  nity for math 
coupled with two  academically 
oriented parents pushed her to 
the safer path of  engineering. 
She began at MIT, but says she 
found it too cold, too white, and 
too staid, so she transferred to 
UCLA. From there she went 
on to Shell and Chevron.

She says she did not 
blend in at the offi  ce.

“Imagine a boardroom of 

white men over 60 who have 
been in this business forever,” 
she says, laughing. “I walk 
in with a miniskirt, 4-inch 
 stilettos, and a very bright 
smile. They’re, like, ‘So, uh, 
when is the head engineer 
gonna get here so we can start 
the  meeting?’ I’m, like, ‘No, no, 
Boo. That’s me. Now turn to 
page one.’ But after I started 
talking shop, they realized I 
knew what I was talking about.”

Then came the  epiphany she 
had in 2001 while  watching the 

“Soul Train” dance show. She 
began crying,  realizing how 
much she missed  performing. 
The experience persuaded 
her to start dancing and to 
take acting classes, where 
she was spotted by a  casting 
director for The Cookout. She 
soon landed an agent.

To get the fl exibility she 
needed to schedule clients 
around her auditions, she started 
 working as a  contractor,  primarily 
for the Encino, Calif., branch 
of Go Engineer, a  consulting 
agency  headquartered in Salt 
Lake City. Her boss doesn’t mind 
that she has a second life as 
an  entertainer, but it took her 
 parents six months to reconcile 
themselves to her career moves. 
She has advised such big-name 
clients as Boeing, Raytheon, and 
Northrop Grumman, mostly 
on product design and the 
streamlining of  communication 
between manufacturing 
and production divisions.

She says her background 
in engineering helps her as an 
actress, and vice versa. “After 
memorizing formulas and 
 theories, I can memorize a script 
in a matter of minutes,” she says. 

“And being an actress helps me 
adapt to each client’s personality.”  
 —Susan Karlin

careers
DENEE BUSBY: TECHNICAL ACTRESS
She can sing, she can dance, she can act, 
she can redesign your oil refi nery

mini-
profi le
By Susan Karlin

GORDON 
CLAPP: THE 
VOICE IN YOUR 
COMPUTER
After starring turns 
on the television 
series “NYPD Blue” 
and Broadway’s 
Glengarry Glen Ross, 
actor Gordon Clapp 
has found a way 
across the digital 
divide. He voices 
General Randall—a 
rough, buff , self-
serving zealot—in 
Prototype, Sierra 
Entertainment’s 
highly anticipated 
video game, slated 
for release in August. 
(See the trailer 
at http://www. 
prototypegame.
com.) Randall tries 
to rein in Prototype, 
a young man granted 
superhuman powers 
who is attempting to 
recover his memory. 
“Randall’s a bad guy, 
but he’s got a full 
head of hair, so it’s a 
tradeoff ,” Clapp says, 
laughing. “A whole 
new generation of 
fans will think this is 
what I look like. Even 
my son suddenly 
thinks I’m cool. Now 
I just have to fi gure 
out how to work one 
of these games.”
PHOTO: DAVID M. 
ROSENTHAL 
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books

HOW TO 
TALK LIKE A 
SALESMAN
Short answer: by 
learning to think
like one

Of all the courses I 
took while earning 
my three  engineering 

degrees, the most valuable 
one was in marketing manage-
ment. Every engineer should 
be acquainted with the subject.

To be sure, there is often 
chronic tension between sales-
people and us engineers. They 
always seem to promise too 
much and to want it delivered 
too fast, and they never seem 
to care for our input. I imagine 
the salespeople have equally 
harsh things to say about engi-
neers. The lack of understand-
ing is the heart of the problem.

With that in mind, here 

are tips for engineers to 
 integrate sales and  marketing 
into their careers:

Build a  relationship 
with the sales and 
 marketing staff . Take the 
 initiative to explain your 
 product or  service in layman’s 
terms. Don’t promise  features 
that can’t be delivered at a 
 certain price. Give a  realistic 
due date. Avoid the  confl icts 
between engineers and 
 marketing that so often delay 
 software releases or send 
 products off  that have not 
been  properly tested for bugs.

Get the  terminology 
straight. For instance, “sales” 
is often used  synonymously 
with “marketing,” but there 
are big diff erences, best 
understood by placing things 
in the right order. The fi rst 
step is market research, which 
determines what  potential 
user groups need or want. 

Next is market  planning, 
which estimates how many 
users a given product will 
attract at a given price. Then 
there’s market develop-
ment, which addresses 
strategic problems such as 
when to enter a market.

Last comes market pro-
motion, the active selling, or 

“marketing.” This involves the 
so-called 4 Ps—the attributes 
of the product, its price, the 
place where it can be bought, 
and the way it is promoted.

Segment the market. 
Defi ne the potential users who 
should have the most infl u-
ence on the design and use of 
your product, then “position” 
your off ering for them. A clas-
sic success story was General 
Electric’s estimate that airlines 
would eventually want quieter, 
more fuel-effi  cient engines. 
The company spent a decade 
developing such engines, then 
entered the airline business, 
shouldering aside such tradi-
tional stalwarts as Rolls-Royce.

Use focus groups to 
study target users. This is 
where a facilitator discusses 
product concepts or actual 
prototypes with a group of 
people. I’ve gained insights lis-
tening to potential customers’ 

reactions at such gatherings.
Observe how customers 

behave with new products. 
I introduced prepaid phone 
cards into U.S. airports when 
they were unknown. One day 
an 11-year-old girl shadowed 
me at work. I handed her a 
phone card and told her to call 
her mother but gave her no 
instructions on how to use it; 
she read the instructions and 
got through on the  second try 
using my phone. I later told 
our senior executives that 
phone cards were so easy “an 
11-year-old could use them.” 

Read competitors’ ads. 
Advertisements often give 
valuable clues to how a 
 competitor wants to appeal 
to customers and which 
customers it is targeting.

Use a venture- capitalist 
model to develop  products. 
Explain the product in plain 
English so that  anyone can 
understand it. Identify real 
users, and show where 
the product has  actually 
been implemented.

If we engineers can 
mesh our know-how with 
sales and marketing, we can 
better deliver products to 
markets that will actually 
use them. —Carl Selinger

Just What Do 
You Think You’re 
Doing, Dave?
How Apollo’s 
astronauts learned 
to work with—and 
around—their 
computers

 In 1961, the average rocket-
borne computer ran 
on average for 15 hours 

before an electronics  failure 
crashed it. That  dismal 
 performance record didn’t 
matter much to the  military, 
whose suborbital  missiles 
required only  minutes of 
computer on-time. But 
a manned moon shot 
required that computers run 

1500 hours between failures.
As David Mindell points 

out in Digital Apollo: Human 
and Machine in Spacefl ight, 
NASA’s project managers 
not only met that 1500-hour 
goal but greatly overshot 
it. When Neil Armstrong 
and his compatriots strode 
on the lunar surface 
between 1969 and 1972, the 
total mean time between 

 failures of the onboard 
computers turned out to 
be closer to 50 000 hours.

The story is more than 
a historical  footnote. 
Computer systems 
 reliability was perhaps the 
biggest spin-off  the space 
program ever had. The 
entire world has benefi ted 
from the achievement.

Yet getting there was half R
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the fun. The most  compelling 
part of the book is its  careful 
examination of the ways 
computers  occasionally 
misbehaved. All six moon 
landings, for instance, took 
place with the  mission 
 commander manually 
 overriding an overwhelmed 
computer—which carried 
just 4 kilobytes of RAM and 
clocked in at 1 megahertz.

Digital Apollo is  certain 
to interest readers of a 
 technical bent, especially 
those curious to delve into 
the gritty details of some of 
the fi rst portable  computers. 
Mindell joyfully plumbs 
the deep history of Apollo’s 
decade-long clash between 
the MIT  eggheads who 
built the  computers and 
the thrill-jockey  military 
test pilots who used them. 
Even I, who last pro-
grammed a computer in the 
early 1990s, found myself 
swept up in the account of 
the Apollo 11 mission. The 
entire world watched as the 
Eagle’s  computer blurted 
out strings of alarms to its 
pilots, who simply ignored 
the warnings and landed 
the thing anyway. Neil 
Armstrong’s cool control, 
leaving just 40  seconds of 

A NUCLEAR FAMILY VACATION: 
TRAVELS IN THE WORLD 
OF ATOMIC WEAPONRY
By Sharon Weinberger & Nathan Hodge; 
Bloomsbury USA, 2008; 336 pp.; 
US $24.99; ISBN 978-1-596-91378-3

DIGITAL APOLLO
By David A. Mindell; MIT Press, 
May 2008; 456 pp.; US $29.95; 
ISBN: 13:978-0-262-13497-2

If It’s Tuesday, 
This Must Be 
Los Alamos
A husband-and-
wife team of tourists 
sees the sights of 
Cold War weapons 
projects

 Sharon Weinberger 

and her husband, 
Nathan Hodge, spent 

two years touring the world’s 
nuclear weapons sites. What 
they found calls to mind 
William Faulkner’s famous 
remark “The past is never 
dead. It’s not even past.”

Though the  public debate 
over nuclear  weapons is 
alive, its terms are quaint, 
having hardly changed 
since the end of the Cold 

fuel in the tank, deserves 
shared credit with all the 
hardware and software 
Mindell cites as having 
saved Apollo 11 from disaster.

Unfortunately, the book 
devotes just one paragraph 
to the most extraordinary 
test the project’s  computers 
ever faced: the Apollo 
13  mission, which after 
a midfl ight oxygen tank 
 rupture became a storied 
quest to rescue three men 
from spacebound oblivion. 
By the time Mindell gets 
that far in his narrative, he 
seems to want to concentrate 
only on moon landings—
even though he leads off  his 
book with a poetic Antoine 
de Saint-Exupéry quote 
about man versus machine. 
Mindell ought to have known 
that infl exible  schedules and 
programs shouldn’t always 
be allowed to carry the day.  

—Mark Anderson

War and the subsequent 
illusion of being on a 
 “holiday from history.” 
Neither those who favor 
the continued  existence of 
a nuclear deterrent force 
nor those who oppose it 
seem to have bothered to 
update their arguments.

Those who argue for the 
weapons tend to base their 
reasoning on the Cold War 
policy of “mutually assured 
destruction,” an  incomplete 
argument in a time of  suicide 
bombers. Those who argue 
against the  weapons generally 
demand  unilateral U.S. 
disarmament, which ignores 
the  complexities posed by 
North Korea and Iran. But the 
real contrast is between those 
who care at all and the vast 
disengaged majority, which 
treats nuclear weapons and 
their regulation as a problem 
for the history books.  

Meanwhile, the Pentagon 
is making policy decisions 
to address its aging nuclear 
stockpile and  deteriorating 
facilities—decisions that 
barely get mentioned in 
the newspapers. “What 

 happens when a war ends,” 
the authors ask, “but the 
warriors don’t go home?” 

The couple’s defense-
writing credentials are as 
impeccable as they come. 
Weinberger is  editor in 
chief of Defense Technology 
International, and Hodge 
writes for  industry gold 
standard Jane’s Defence 
Weekly. Their book  contains 
as much  history as a 
 college text, but years of 
magazine  writing have 
given Weinberger and 
Hodge the spoonful of 
sugar they need to make 
the medicine go down.

That sugar is delivered 
in the form of jaunty, 
you-are-there travel 
writing big on local color 
from such undeniably 
colorful places as Sandia 
National Laboratories, in 
Albuquerque, the Kwajalein 
atoll, in the Marshall 
Islands, and Semipalatinsk 
Test Site, in Kazakhstan. 
The tone is neither pro- nor 
antinuclear, but the authors 
can’t resist making the 
occasional bone-dry aside 
in the footnotes. It comes 
rather as a shock to learn 
that the U.S. Department 
of Energy got around to 
canceling the annual deer 
hunt at Tennessee’s Y-12 
National Security Complex 
only after 9/11. Before then, 
it seems, nobody had even 
worried about letting armed, 
uncleared individuals roam 
a nuclear installation.

The book, which goes on 
sale this month, succeeds 
in its attempt to resurrect 
the nuclear dialogue largely 
because it refrains from 
drowning the reader in facts. 
The fancy wrapping around 
the complex package makes 
this a good beach book for 
engineers.   —Sally Adee
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THE PITFALLS 
OF PATENT 
SEARCHES
Knowing about 
patents can 
sometimes be worse 
than not knowing

You can learn a lot by 
searching patents, but 
what you learn can 

sometimes be dangerous. If 
a court should ever fi nd that 
you infringed on a patent 
knowingly, you might have 
to pay triple the damages, 
together with attorney fees.

You can protect  yourself 
by obtaining a lawyer’s 
 written opinion stating either 
that there is no  infringement 
or that the patent in  question 
is invalid. However, such 
an opinion can cost tens of 
thousands of dollars. So if 
you search patents  regularly, 
getting an opinion for each 

patent you know about is 
just not practical. And what 
does it really mean to know 
about a given patent?

At one extreme on the 
knowledge  continuum is 
the large, evil  corporation 
that has studied a smaller 

 competitor’s patent and then 
ignored it,  deciding, say, to 
outspend the  competitor 
in court if sued for  patent 
infringement. At the other 
extreme is the  company 
accused of  knowing about 
a patent simply because 
one of its engineers has 
stored a copy of it in his 
fi les, unbeknownst to 
bosses and colleagues. In 
between these two extremes 
lie the hard cases.

It’s perfectly legal to 
study existing patents in 
order to know how to design 
around one of them. But 
what if a jury decides that 
you haven’t really side-
stepped a  patent? You can 
use that design-around 
attempt as evidence that 
your infringement was 
not willful. Unfortunately, 
an unsuccessful design-
around attempt does not 
 automatically produce a 
fi nding of no willful intent.

It used to be that you had 
a duty to obtain an  opinion 

from a patent  attorney 
once you knew about a 
given  patent. Then in 2004, 
the United States Court 
of Appeals for the Federal 
Circuit in Washington, 
D.C., ruled that an  opinion 
of  counsel was no  longer 
required. Better yet, the 
court recently handed 
down a  decision that makes 

“objective  recklessness” the 
new  standard for  willful 
infringement instead 
of mere negligence.

Here are a few tips:
 • Focus your search. If you 
are interested in  analog-to-
digital (A/D)  converters, 
don’t print out and fi le away 
the thousands of patents 
with “A/D converter” in 
the title or in the abstract. 
 • Become patent savvy. Learn 
how to read patents, how to 
tell if one has expired, and 
how to zero in on the patent’s 
claims. Understand, too, that 
even expired patents you 
know about must be cited to 
the patent offi  ce when you 
apply for your own patent. 
 • If you know about a 
patent, tell your  patent 
attorney what you’ve 
learned and its source. 
 • Follow your  company’s 
policies. That way, if the 
company gets in  trouble, 
at least it shouldn’t be 
counted against you. 
 • Finally, weigh in with your 
representatives in Congress. 
Many bills have been intro-
duced to limit a fi nding of 
willful patent infringement 
to cases in which a company 
receives notice of the patent 
from the patent owner. So far, 
none of the bills has made it 
into law. —Kirk Teska

invention

FATHER’S 
DAY gifts are 
no-brainers 
if Dad’s an 
engineer. 
What? You 
say he’s 
already got an 
oscilloscope— 
and a USB-
powered hand 
warmer? 
Well, then 
get him a silk 
tie that really 
fi ts him, from 
ThinkGeek’s 
online store 
(US $39.99). 
Our favorite, 
on the bottom 
right, depicts 
formulas. 
PHOTO: THINKGEEK
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Securing Your Laptop
The plug-in Yoggie 
Gatekeeper Pico promises to 
supersede standard antivirus 
and antispam software, but 
it’s not for everyone

 I’m a paranoid computer user. The 
fi rst thing I do with a PC is install 
a full suite of “anti-” software 

programs—antivirus, antispy, antispam, 
you name it. I even leave Microsoft 
Vista’s “Annoy me constantly” mode 
turned on. So when I got a browser 
virus anyway, I lost my faith in my 
software security shields.

Just in time, along came the Yoggie 
Gatekeeper Pico. It’s a USB stick that 
bills itself as a replacement for all 
the security software we ordinarily 
run under Windows, designed with 
laptops in mind. All network traffi  c, 
wired or wireless, goes through the 
Pico before any Windows software 
sees it. And because the Pico is 
itself a complete computer, running 
Linux on an Intel XScale processor, it 
promises to bump up performance 
by supplanting the security software 
that now sucks cycles from your 
laptop’s central processing unit.

That claim got my attention, because 
I both design and play games, and what 
gamer doesn’t crave better performance? 
The price seemed right, too—I found 
it for US $149 up front and $30 a year 
for automatic updates (including, 
for example, new virus profi les), 
with the fi rst year’s updates free.

Installation is supposed to be 
straightforward: just insert the Pico 
and install a driver from a CD. However, 
it didn’t work that way for me. The 
CD’s installer wouldn’t run on its own, 
so I ran it from Windows Explorer. 
Then, when the program launched 
Internet Explorer to register my Pico 

on Yoggie’s Web site, the browser 
reported an invalid site certifi cate—
not a good sign for a security product.

Registration also failed, at fi rst, but 
eventually a new Systray icon showed 
up, indicating that my Pico was now 
providing my security. However, when I 
disabled Vista Security Center’s  fi rewall 
and other functions, Vista didn’t seem 
to recognize the Pico as providing 
those services and complained that my 
 computer was not secure against threats. 

The Pico performed well on some 
basic matters. The logs showed that 
it had blocked various attempts to 
scan my machine. Indeed, moving to a 
public network (at Starbucks), I saw a 
signifi cant increase in scans, none of 
which made it past the Pico. However, 
I ran into problems getting the fi rewall 
to work. Each time I disabled the Pico’s 
driver, I lost my connection to Lord of the 
Rings Online, the game I develop. I had 
to fi ddle with the custom confi guration 
options, but even after opening the 
necessary User Datagram Protocol 
and Transmission Control Protocol 
ports, the game would still disconnect 
after about a minute. Yoggie’s tech 
support pros suggested (two days 
after I e-mailed them) that I turn 
off  the Intrusion Detection System/
Intrusion Prevention System. That, 
too, failed to solve my problem—which 
was just as well. I am uncomfortable 
with having to turn off  so many 
systems to make something work.

I have to say the Pico isn’t for 
gamers like me, not only because of 
the fi rewall problem but also because 
the promised performance edge isn’t 
real. You don’t want to entrust all 
your security to a device with so many 
rough edges; you’ll still want to run 
the standard, cycle-sapping security 
software as well. However, if you’re a 
business user who needs security when 
traveling across random networks 
in hotel rooms and coff ee shops, the 
Pico could be just the thing for you.

Off -loading security to a separate, 
tiny computer on a USB drive makes 
sense. We can expect to see more 
 products of this type, and to see this 
one improve. I, for one, will wait for the 
market to mature. —Harry Teasley

A SECURITY stick may ward off  malware 
well enough for the casual business user, but 
the serious user will still need to run standard 
cycle-sapping antivirus software. PHOTOS: YOGGIE

tools&toys
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“The brain is complex 
enough to conjure 
fantasies of 
technotranscendence 
and also to foil 
their fulfi llment”
     —John Horgan
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The Singularity
A  SPECIA L  REP O R T
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TECHNOLOGICAL 
CONVERGENCE WILL 
CHANGE OUR LIVES

BUT WON’T MAKE THEM 
INDEFINITELY LONG

  BY GLENN ZORPETTE

Across cultures, classes, and aeons, 

people have yearned to transcend 

death. ¶ Bear that history in mind as you 
consider the creed of the singularitarians. 
Many of them fervently believe that in the 
next several decades we’ll have computers 
into which you’ll be able to upload your con-
sciousness—the mysterious thing that makes 
you you. Then, with your consciousness able 
to go from mechanical body to mechanical 
body, or virtual paradise to virtual para-
dise, you’ll never need to face death, illness, 
bad food, or poor cellphone reception. ¶ Now 
you know why the singularity has also been 
called the rapture of the geeks.

The singularity is supposed to begin shortly after 
engineers build the fi rst computer with greater-than-
human intelligence. That achievement will trigger a 
series of cycles in which superintelligent machines 
beget even smarter machine progeny, going from gen-
eration to generation in weeks or days rather than 
decades or years. The availability of all that cheap, 
mass- produced brilliance will spark explosive eco-
nomic growth, an unending, hypersonic, tech no-
industrial rampage that by comparison will make the 
Industrial Revolution look like a bingo game.

At that point, we will have been sucked well beyond 
the event horizon of the singularity. It might be nice 
there, on the other side—by defi nition, you can’t know 
for sure. Sci-fi  writers, though, have served up lots of 
scenarios in which humankind becomes the prey, rather 
than the privileged benefi ciaries, of synthetic savants.

But the singularity is much more than a sci-fi  sub-
genre. A lot of smart people buy into it in one form or 
another—there are versions that dispense with the 
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life-everlasting stuff . There are academic gatherings 
and an annual conference at Stanford. There are best-
selling books, audiotapes, and videos. Scheduled for 
release this summer is a motion picture, The Singularity 
Is Near, starring the actress Pauley Perrette and a 
 gaggle of aging boffi  ns who’ve never acted in a movie. 
(Without any apparent irony, the picture’s producers 
call it “a true story about the future.”)

There’s also a drumbeat of respectful and essen-
tially credulous articles in the science press. Unlike 
stories about UFOs or zero-pollution energy  sources, 
singularity stories don’t exact from editors a steep pay-
ment in self-respect. That’s because of the impressive 
attainments—albeit usually in fi elds unrelated to neuro-
science or biology —of some of the people who chirp 
about mind uploading and nanomachine organ repair. 
The leading spokesman for the life-everlasting version 
of the singularity is the entrepreneur and inventor Ray 
Kurzweil, who’s also behind the movie The Singularity 
Is Near and a recent book of the same title.

Why should a mere journalist question Kurzweil’s 
conclusion that some of us alive today will live indefi -
nitely? Because we all know it’s wrong. We can sense it 
in the gaping, take-my-word-for-it extrapolations and 
the specious reasoning of those who subscribe to this 
form of the singularity argument. Then, too, there’s the 
fl awed grasp of neuroscience, human physiology , and 
philosophy. Most of all, we note the willingness of these 

WAITING FOR  

THE SINGUL ARIT Y |   SPECIAL REPORT
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people to predict fabulous technological advances in a 
period so conveniently short it off ers themselves hope 
of life everlasting.

This has all gone on too long. The emperor isn’t 
wearing anything, for heaven’s sake.

The singularity debate is too rarely a real argument. 
There’s too much fi xation on death avoidance. That’s 
a shame, because in the coming years, as  computers 
become stupendously powerful—really and truly 
ridiculously powerful—and as electronics and other 
technologies begin to enhance and fuse with biology , 
life really is going to get more interesting.

So to produce this issue we invited articles from half 
a dozen people who impressed us with their achieve-
ments and writings on subjects central to the  singularity 
idea in all its loopy glory, encompassing not just hard-
ware and wetware but also economics, consciousness, 
robotics, nanotechnology , and philosophy. And with a 
few exceptions, we found people who are not on record 
as either embracing singularity dogma or rejecting it.

On consciousness, we have John Horgan, whose 
book The Undiscovered Mind describes how the mind 
resists explanation. We also have Christof Koch and 
Giulio Tononi, neuroscientists who specialize in con-
sciousness. Rodney Brooks, of MIT’s Computer Science 
and Artifi cial Intelligence Laboratory, weighs in on the 
future of machine intelligence. IEEE Spectrum journal-
ism intern Sally Adee reports on a wildly ambitious 
effort, just gathering steam now, to map the human 
brain in enough detail to learn its secrets—and eventu-
ally re-create it. Robin Hanson, an economist, describes 
a future in which capitalist imperatives and techno-
logical capabilities drive each other toward a soci-
ety that the word weird doesn’t even begin to describe. 
Nanotechnology  researcher Richard Jones, philosopher 
Alfred Nordmann, and semiconductor researcher Bill 
Arnold all consider aspects of singularitarian visions 
and explain where they’re myopic.

For the last word in this issue, we turned to the 
computer scientist and science-fi ction writer Vernor 
Vinge. It was Vinge’s 1993 essay “The Coming 
Technological Singularity” that launched the mod-
ern singularity movement.

That movement has evolved since then into an array 
of competing hypotheses and scenarios [for a rundown, 
see “Who’s Who in the Singularity,” in this issue]. But 
central to them all is the paradoxical yet weirdly com-
pelling idea of a conscious machine. Arguably, no other 

technology -related concept resonates with such intel-
lectual and philosophical force.

Consciousness seems mystical and inextricably 
linked to organisms. What happens in the cerebral 
cortex that turns objective information into subjec-
tive experience—that turns chemical and neuronal 
activity in the mouth and nose into the taste of water-
melon? pressure waves into the sound of an oboe? We 
don’t know, but we will someday. No one argues that 
consciousness arises from anything but biological 
processes in the brain.

The brain is nothing more, and nothing less, than a 
very powerful and very odd computer. Evolution has 
honed it over millions of years to do a fantastic job at 
certain things, such as pattern recognition and fi ne 
control of muscles. The brain is deterministic, mean-
ing that its reactions and responses, including the sen-
sations and behavior of its “owner,” are determined 
completely by how it is stimulated and by its own 
internal biophysics and biochemistry. Given those 

facts, most mathematical philosophers conclude that 
all the brain’s functions, including consciousness, can 
be re- created in a machine. It’s a matter of time.

Ah, but let’s face it—time is what really matters. 
If you’re obsessed with your own mortality, the idea 
of a computer blinking into consciousness 400 years 
from now isn’t going to rock your world. You want 
the magic moment to come, say, 25 years from now 
at most. Unfortunately, that timetable grossly over-
estimates the speed of technical progress. And it 
underestimates the brain’s awesome intricacy, as 
Horgan argues in his article. He, Koch, Tononi, and 
Adee all agree that everything we know about the 
central issue of brain research—how it creates con-
sciousness, and therefore the universe each one of us 
inhabits—adds up to almost nothing.

What we do know is that the brain’s complexity 
dwarfs anything we’ve managed to fully understand, 
let alone build. Koch, Tononi, and Brooks are all con-
fi dent that consciousness will arise in a machine, but 
they are less sanguine about death-defying upload-
ing, and especially about it happening in time to allow 
people alive now to preserve their minds in some sort 
of digitally created Eden.

Still, if you encounter my uploaded consciousness 
in a virtual paradise 50 years from now, feel free to tell 
me, “I told you so.”

I won’t mind a bit.  ❏ 

THE RAPTURE
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 I
’m 54, with all that entails. Gray hair, trick knee, 
 trickier memory. I still play a mean game of hockey, 
and my love life requires no pharmaceutical enhance-
ment. But entropy looms ever larger. ¶ Suffi  ce it to say, 
I would love to believe that we are rapidly approaching 
“the  singularity.” Like paradise, technological singular-

ity comes in many versions, but most involve bionic brain 
boosting. At fi rst, we’ll become cyborgs, as stupendously 
powerful brain chips soup up our perception, memory, and 
intelligence and maybe even eliminate the need for annoy-
ing TV remotes. Eventually, we will abandon our fl esh-and-
blood selves entirely and upload our digitized psyches into 
computers. We will then dwell happily forever in cyber-
space where, to paraphrase Woody Allen, we’ll never need 
to look for a parking space. Sounds good to me!

THE WETWARE THAT GIVES RISE TO CONSCIOUSNESS 
IS FAR TOO COMPLEX TO BE REPLICATED IN 
A COMPUTER ANYTIME SOON  BY JOHN HORGAN

The Consciousness 
Conundrum
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Notably, singularity enthusiasts 
tend to be computer specialists, such as 
the author and retired computer scien-
tist Vernor Vinge, the roboticist Hans 
Moravec, and the entrepreneur Ray 
Kurzweil. Intoxicated by the explo-
sive progress of information technol-
ogies captured by Moore’s Law, such 
 singularitarians foresee a “merger of bio-
logical and nonbiological intelligence,” as 
Kurzweil puts it, that will culminate in 

“im mortal software-based humans.” It 
will happen not within a millennium, or a 
century, but no later than 2030, according 
to Vinge. These guys—and, yes, they’re all 
men—are serious. Kurzweil says he has 
adopted an antiaging regimen so that he’ll 

“live long enough to live forever.”
Specialists in real rather than artifi -

cial brains fi nd such bionic convergence 
scenarios naive, often laughably so. 
Gerald Edelman, a Nobel laureate and 
director of the Neurosciences Institute, 
in San Diego, says singularitarians vastly 
underestimate the brain’s complexity. 
Not only is each brain unique, but each 
also constantly changes in response to 
new experiences. Stimulate a brain with 
exactly the same input, Edelman notes, 
and you’ll never see the same signal set 
twice in response.

“This is a wonderful project—that we’re 

going to have a spiritual bar mitzvah in 
some galaxy,” Edelman says of the singu-
larity. “But it’s a very unlikely idea.”

 N
euroscience is indeed 

thriving. Membership in the 
Society for Neuro science has 
surged from 500, when it 
was founded in Washington, 

D.C., in 1970, to almost 40 000 today. New 
brain journals seem to spring up daily, 
crammed with data from ever-more-
 powerful brain probes such as magnetic -
resonance imaging and transcranial 
 magnetic stimulation. In addition to such 
noninvasive methods,  scientists can stick 
electrodes in brains to monitor and stim-
ulate individual neurons. Researchers 
are also devising electrode-based “neural 
prostheses” to help people with nervous-
system disorders such as deafness, blind-
ness, paralysis, and memory loss.

In spite of all those advances, neuro-
scientists still do not understand at all 
how a brain (the squishy agglomeration 
of tissue and neurons) makes a conscious 
mind (the intangible entity that enables 
you to fall in love, find irony in a novel, 
and appreciate the elegance of a circuit 
design). “No one has the  foggiest notion,” 
says the neuroscientist Eric Kandel of 
Columbia University Medical Center, in 

New York City. “At the moment all you 
can get are informed, intelligent opinions.” 
Neuroscientists lack an over arching, 
unifying theory to make sense of their 
sprawling and disjointed fi ndings, such 
as Kandel’s Nobel Prize–winning dis-
covery of the chemical and genetic pro-
cesses that underpin  memory formation 
in sea slugs.

The brain, it seems, is complex 
enough to conjure fantasies of techno-
transcendence and also to foil their ful-
fi llment.

A healthy adult brain contains about 
100 billion nerve cells, or neurons. A sin-
gle neuron can be linked via axons (out-
put wires) and dendrites (input wires) 
across synapses (gaps between axons 
and dendrites) to as many as 100 000 
other neurons. Crank the numbers and 
you fi nd that a typical human brain has 
quadrillions of connections among its 
neurons. A quadrillion is a one followed 
by 15 zeroes; a stack of a quadrillion 
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NEOCORTICAL COLUMN of a rat, 2 millimeters 
high, as simulated on IBM’s Blue Gene super-
computer. The image above shows about 
50 kinds of neurons; the image on the opposite 
page, around 100. A rat’s neocortex has 
10 000 such columns; a human’s has millions.    
COURTESY PABLO DE HERAS CIECHOMSKI, PH.D. COPYRIGHT ALL RIGHTS 
RESERVED 2006–2008, VISUALBIOTECH SARL(WWW.VISUALBIOTECH.CH), 
SWITZERLAND
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U.S. pennies would go from the sun out 
past the orbit of Jupiter.

Adding to the complexity, synaptic 
connections constantly form, strengthen, 
weaken, and dissolve. Old neurons die 
and—evidence now indicates, overturning 
decades of dogma—new ones are born.

Far from being stamped from a com-
mon mold, neurons display an astound-
ing variety of forms and functions. 
Researchers have discovered scores of 
distinct types just in the optical system. 
Neurotransmitters, which carry signals 
across the synapse between two neu-
rons, also come in many diff erent vari-
eties. In addition to neurotransmitters, 
neural-growth factors, hormones, and 
other chemicals ebb and flow through 
the brain, modulating cognition in ways 
both profound and subtle.

Indeed, the more you learn about brains, 
the more you may wonder how the damn 
things work. And in fact, sometimes they 
don’t. They succumb to schizophrenia, 
bipolar disorder, depression, Alzheimer’s 
disease, and many other disorders that 
resist explanation and treatment.

Nevertheless, the brain is a com-
puter, singularitarians insist. It just has 
an extremely messy wiring diagram. 
According to this perspective, neurons 
resemble transistors, absorbing, process-
ing, and reemitting the electrochemical 
pulses known as action potentials. With 
an amplitude of one-tenth of a volt and a 
duration of one millisecond, action poten-
tials are remarkably uniform, and they 
do not dissipate even when zipping down 
axons a meter long (yes, a full meter). 
Also called spikes, to refl ect their appear-
ance on oscilloscopes, action potentials 
supposedly serve as the brain’s basic 
units of information.

 W
ithin a decade or so, 
computers will sur-
pass t he comput a-
tional power of brains, 
many  singularitarians 

say. They base this claim on the assump-
tion that those spikes represent the 
brain’s total computational capacity. If 
the brain contains one  quadrillion syn-
apses processing on average 10 action 
potentials per second, then the brain 
performs 10 quadrillion operations per 
second. At some point in the near future, 
some singularitarians say, computers 
will surpass that processing rate and 
leave us in their cognitive dust unless 
we embrace them through bionic con-
vergence or uploading.

We’ve heard such prophesies before. 
A half century ago, artifi cial-intelligence 
pioneers such as Marvin Minsky of MIT 
and Herbert Simon of Carnegie Mellon 
University predicted that computers 
would exceed human intelligence within 
a generation. Their prophesies inspired 
sci-fi writers like Arthur C. Clarke—
 creator of the cybervillain HAL—as well 
as younger AI visionaries like Kurzweil, 
Moravec, and Vinge.

But even Minsky admits that  computers 
are still idiot savants. “I wish I could tell 
you that we have intelligent machines, but 
we don’t,” he says. The world’s most pow-
erful computers, he acknowledges, lack 
the common sense of a toddler; they can’t 
even distinguish cats from dogs unless 
they are explicitly and pain stakingly pro-
grammed to do so. 

Nevertheless, singularitarians are 
quite right that, if current trends con-
tinue, supercomputers will exceed 

10 quadrillion operations per second 
within a decade. IBM’s Blue Gene/P 
supercomputer, introduced nearly a year 
ago, can be confi gured to process up to 
3 quadrillion operations per second, 
although no customer has yet ordered 
one with the full complement of 884 736 
processors that would be needed to get 
that kind of a processing rate. Argonne 
National Laboratory, in Illinois, is 
now completing the upg rade of a 
Blue Gene/P that should be good for 
around half a quadrillion operations 
per second.

So would a fully configured Blue 
Gene/P be cognitive, perhaps like a mon-
key or a tree frog, if not like us? Of course 
not. As any singularitarian would agree, 
intelligence requires software at least as 
much as hardware. And that software 
will soon be available, the singularitar-
ians say, because scientists will in the 
next couple of decades reverse engineer 
the brain’s software, yielding all sorts 
of benefits. First, the brain’s program-
ming tricks will be transferred to com-
puters to make them smarter. Moreover, 
given the right interface, our brains and 
computers will communicate as read-
ily as Macs and PCs. And eventually, of 
course, our personal software will be 
extracted from our frail fl esh and blood 
and uploaded into advanced robots or 
computers. (Don’t forget to back your-
self up on a hard drive!) We’ll walk the 
earth in impervious  titanium-boned 
bodies. Or we’ll inhabit impossibly lush 
virtual paradises specifi cally created to 
please and stimulate our disembodied, 
digital psyches.

Many neuroscientists do assume that, 
just as computers operate according to a 
machine code, the brain’s performance 
must depend on a “neural code,” a set 
of rules or algorithms that transforms 
those spikes into perceptions, memories, 
meanings, sensations, and intentions. If 
such a neural code exists,  however, neu-
roscientists still have no idea what that 
code is. Or, more accurately, like voters in 
a U.S. presidential primary,  researchers 
have a surfeit of candidates, each seri-
ously fl awed.

 T
he first neural code 

was discovered more than 
70 years ago by the British 
electrophysiologist Edgar 
Adr ia n, who found t hat 

when he increased the pressure on neu-
rons involved in the sense of touch, they 
fi red at an increased rate. That so-called 
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WHAT IT ALL COMES DOWN TO: In this 
image, three pyramidal neurons extend a 
couple of millimeters from their bulbous, 
dendrite-shrouded nuclei upward through 
their axons and axon endings at the very top.
PHOTO: IBM/EPFL
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rate code has now been demonstrated 
in many different animals, including 
Homo sapiens. But a rate code is a crude, 
inefficient way to convey information; 
imagine trying to communicate solely 
by humming at diff erent pitches.

Neuroscientists have long suspected 
that the brain employs subtler codes. 
One of them might be a temporal code, in 
which information is represented not just 
in a cell’s rate of fi ring but also in the pre-
cise timing between spikes. For exam-
ple, a rate code would treat the spike 
sequences 010101 and 100011 as iden-
tical because they have the same num-
ber of 0 and 1 bits. But a temporal code 
would assign diff erent meanings to the 
two strings because the bit sequences are 
diff erent. That’s a vital distinction: the 
biophysicist William Bialek of Princeton 
University calculates that temporal cod-
ing would boost the brain’s information-
processing capacity close to the Shannon 
limit, the theoretical maximum that 
information theory allows for a given 
physical system.

Some neuroscientists suspect that 
temporal codes predominate in the pre-
frontal cortex and other brain structures 
associated with “higher” cognitive func-
tions, such as decision making. In these 
regions, neurons tend to fi re on average 
only one or two times per second, com-
pared with the 100 or more times of sen-
sory and motor neurons.

Other neural-coding theories abound. 
On a more macro level, researchers are 
seeking “population codes” involv-
ing the correlated firing of many neu-
rons. Edelman, at the Neurosciences 
Institute, has advocated a scheme called 
neural Darwinism, in which our recog-
nition of, say, an animal emerges from 
competition between large popula-
tions of neurons representing diff erent 
memories: Dog? Cat? Weasel? Rat? The 
brain quickly settles on the population 
that most closely matches the incoming 
stimulus. Perhaps because Edelman has 
cloaked it in impenetrable jargon, neural 
Darwinism has not caught on.

Wolf Singer of the Ma x Planck 
Institute for Brain Research, in Frankfurt, 
has won more support for a code involv-
ing many neurons fi ring at the same rate 
and time. Do such synchronous oscilla-
tions play a crucial role in cognition and 
perhaps even underpin consciousness? 
Singer thinks they might.

Consciousness is not easy to define, 
let alone create in a machine. The psy-
chologist William James described it 

succinctly as attention plus short-term 
memory. It’s what you possess right now 
as you read this article, and what you 
lack when you are asleep and between 
dreams, or under anesthesia.

In 1990, the late Nobel laureate 
Francis Crick and his colleague Christof 
Koch proposed that the 40-hertz syn-
chronized oscillations found a year 
earlier by Singer and his collaborator 
were one of the neuronal signatures 
of consciousness. But Singer says the 
brain probably employs many differ-
ent codes in addition to oscillations. He 
also emphasizes that researchers are 

“only at the beginning of understand-
ing” how neural processes “bring forth 
higher cognitive and executive func-
tions.” And bear in mind that it’s still a 
very long way from grasping those func-
tions to understanding how they give 
rise to consciousness. And yet without 
that understanding, it’s hard to imag-
ine how anyone could build an artifi cial 
brain sophisticated enough to sustain 
and nurture an individual human con-
sciousness indefi nitely. 

Given our ignorance about the brain, 
Singer calls the idea of an imminent sin-
gularity “science fi ction.”

Koch shares Singer’s skepticism [see 
Koch’s article in this issue]. A neurosci-
entist at Caltech, Koch was a close friend 
and collaborator of Crick, who together 
with James Watson unraveled the struc-
ture of DNA in 1953. During the following 
decade or so, Crick and other  researchers 
established that the double helix medi-
ates an astonishingly simple genetic code 
governing the heredity of all organisms. 
Koch says, “It is very unlikely that the 
neural code will be anything as simple 
and as universal as the genetic code.”

Neural codes seem to vary in diff er-
ent species, Koch notes, and even in dif-
ferent sensory modes within the same 
species. “The code for hearing is not the 
same as that for smelling,” he explains, 

“in part because the phonemes that make 
up words change within a tiny fraction 
of a second, while smells wax and wane 
much more slowly.”

Evidence from research on neural 
prostheses suggests that brains even 
devise entirely new codes in response 
to new experiences. “There may be no 
universal principle” governing  neural-
information processing, Koch says, 

“above and beyond the insight that 
brains are amazingly adaptive and can 
extract every bit of information possible, 
inventing new codes as necessary.”
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EXPERT VIEW: 
Steven Pinker 
WHO HE IS
Professor of psychology 
at Harvard; previously 
taught in the department 
of Brain and Cognitive 
Sciences at MIT, with much 
of his research addressing 
language development. 
Writes best sellers about 
the way the brain works, 
including The Blank Slate 
(2002) and The Stuff  of 
Thought (2007).

SINGULARITY 
WILL OCCUR
Never, ever

MACHINE 
CONSCIOUSNESS 
WILL OCCUR

“In one sense—information 
routing—they already 
have. In the other sense—
fi rst-person experience—
we’ll never know.”

MOORE’S LAW 
WILL CONTINUE FOR  
10 more years

THOUGHTS
“There is not the slightest 
reason to believe in a 
coming singularity. The 
fact that you can visualize 
a future in your imagination 
is not evidence that it is 
likely or even possible. Look 
at domed cities, jet-pack 
commuting, underwater 
cities, mile-high buildings, 
and nuclear-powered 
automobiles—all staples of 
futuristic fantasies when I 
was a child that have never 
arrived. Sheer processing 
power is not a pixie dust 
that magically solves all 
your problems.”
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 T
heoretical quibbles not-
withstanding, si ng u la r i-
tarians insist that neural 
 prostheses are already leading 
us toward bionic  convergence. 

By far the most successful  prosthesis is 
the cochlear implant. During the past few 
decades, about 100 000 hearing-impaired 
people around the world have been 
equipped with the devices, which restore 
hearing by feeding signals from an exter-
nal microphone to the auditory nerve 
via electrodes. But as the deaf memoir-
ist Michael Chorost points out, cochlear 
implants are far from perfect.

In his 2005 book, Rebuilt: How Becoming 
Part Computer Made Me More Human, 
Chorost recounts how he learned to live 
with an implant after losing his hearing 
in 2001. Although thrilled by the device, 
which restored his social life, he also rec-
ognizes its limitations. Because a cochlear 
implant provides a crude simulacrum of 
our innate auditory system, it generally 
requires a breaking-in period, during 
which technicians tweak the device’s set-
tings to optimize its performance. With 
that assistance, the brain—perhaps by 
devising a brand-new coding scheme—
learns how to exploit the peculiar, artifi -
cial signals. Even then, the sound quality 
is often poor, especially in noisy settings. 
Chorost says he still occasionally relies 
on lip reading and contextual guessing to 
decipher what someone is saying to him. 
Cochlear implants do not work at all in 
some people, for reasons that are not well 
understood.

By far the most ambitious neural-
prosthesis program involves computer 
chips that can restore or augment mem-

ory. Researchers at the University of 
Southern California, in Los Angeles, 
have designed chips that mimic the fi r-
ing patterns of tissue in the hippocam-
pus, a minute seahorse-shaped neural 
structure thought to underpin mem-
ory. Biomedical engineering professor 
Theodore Berger, a leader of the USC 
program, has suggested that one day 
brain chips might allow us to instantly 
upload expertise. But the memory chips 
are years away from testing. In rats.

 D
iscussions of memory chips 
leave A ndrew Schwar t z 
cold. A neural-prosthesis 
researcher at the University 
of Pittsburgh, Schwartz has 

shown that monkeys can learn to control 
robotic arms by means of chips embed-
ded in the brain’s motor cortex. But no 
one has any idea how memories are 
encoded, Schwartz says. “We know so 
little about the higher functions of the 
brain that it seems ridiculous to talk 
about enhancing things like intelligence 
and memory,” he says. Moreover, he 
says, downloading complex knowledge 
directly into the brain would require not 
just stimulating millions of specifi c neu-
rons but also altering synaptic connec-
tions throughout the brain.

That brings us to the interface problem, 
the most practical obstacle to bionic con-
vergence and uploading. For now, elec-
trodes implanted into the brain remain the 
only way to precisely observe and fi ddle 
with neurons. It is a much messier, more 
diffi  cult, and more dangerous interface 
than most people realize. The electrodes 
must be inserted into the brain through 

holes drilled in the skull, posing the risk 
of infection and brain damage. They often 
lose contact with neurons; at any one 
moment an array of 100  electrodes might 
make contact with only half that many 
cells. Scar tissue or blood can encrust the 
electrode, cells around it might shift their 
position or die, and electrodes have been 
known to corrode.

Researchers are testing various strate-
gies for improving contact between neu-
rons and electronics. They are making 
electrodes out of conducting polymers, 
which are more compatible with  neural 
tissue than silicon or metal; coating elec-
trodes with naturally occurring glues, 
called cell-adhesion molecules, which 
helps cells in the brain and  elsewhere 
stick together; and designing elec-
trode arrays that automatically adjust 
the position of the electrodes to maxi-
mize the reception of neural signals.

At Caltech and elsewhere, engineers 
have designed hollow electrodes that can 
inject fl uids into the surrounding tissue. 
The fl uids could consist of nerve-growth 
factors, neurotransmitters, and other sub-
stances. The nerve-growth factors encour-
age cells to grow around electrodes, while 
the neurotransmitters enhance or sup-
plement electrical- stimulation treatment. 
Neuroscientists are also testing optical 
devices that can monitor and stimu late 
neurons, as well as genetic switches that 
turn neurons on or off .

To be sure, it’s promising work. Terry 
Sejnowski, a neuroscientist at the Salk 
Institute for Biological Studies, in San 
Diego, says the new technologies will 
make it possible “to selectively activate 
and inactivate specific types of neurons 
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Nothing New About Singularity Fantasies

“THE SINGULARITY” IS JUST 
the latest manifestation of our 
hopes, and fears, of techno-
 transcendence. The industrial 
 revolution inspired dark sci-fi  novels 
such as Mary Shelley’s Frankenstein, 
in 1818, and Samuel Butler’s 
Erewhon, in 1872; 20th-century 
thinkers off ered more upbeat 
visions. Some notable examples:

In his 1929 essay “The World, 
the Flesh, and the Devil,” the Irish 
scientist and Marxist J.D. Bernal 
predicts that we will soon start 
improving our minds and  bodies 
by tinkering with our genes. 
Eventually, we will abandon our 
fl eshy  substrates entirely and 
evolve into “masses of atoms in 

space  communicating by radiation, 
and ultimately perhaps resolving 
 [ourselves] entirely into light.”

In The Future of Man, a 
 collection of essays published 
posthumously in 1959, the Jesuit 
philosopher Pierre Teilhard de 
Chardin  speculates that our 
minds are becoming increasingly 
 interconnected and will eventually 
fuse into a collective  consciousness. 
This process will culminate in an 
“omega point,” when we shed our 
physical selves and converge with 
the divine consciousness. Teilhard 
de Chardin is a bit vague on how 
exactly that will happen.

In a 1978 lecture, the  physicist 
Freeman Dyson sought to allay 

concerns that in an eternally 
expanding, “open”  universe, 
human consciousness will 
eventually succumb to the 

“heat death” implicit within the 
 second law of thermo dynamics. 
Dyson calculates that through 
shrewd conservation of energy, 
 intelligence can persist  forever, 
perhaps in the form of a cloud 
of “dust grains carrying posi-
tive and negative charges, 
 organizing itself and commu-
nicating with itself by means of 
 electromagnetic forces.”

In their 1986 book, The Anthropic 
Cosmological Principle, the 
 physicists Frank Tipler and John 
Barrow off er a rosier picture of 

our prospects in a closed  universe. 
By the time the universe begins 
collapsing, they predict, we will 
have evolved into super intelligent 
machines that  transform the 
 cosmos into one big computer. 
As the cosmic computer shrinks 
toward an infi nitely compressed 
omega point, its  information-
 processing capacity spikes 
toward infi nity, and the computer 
becomes omniscient and omnip-
otent. In Tipler’s 1994 book, The 
Physics of Immortality, he proposes 
that this God-like computer will 
resurrect all of us within a virtual 
paradise, in which all our desires, 
including sexual ones, are fulfi lled. 
Count me in!   —J.H.   
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and  synapses as well as record from all 
the neurons in a volume of tissue.” That, in 
turn, might make it possible to build more 
eff ective and reliable neural prostheses.

But again, it’s a fantastically long way 
from there to consciousness upload-
ing. Even singularitarians concede that 
no existing interface can provide what 
is required for bionic convergence and 
uploading: the precise, targeted commu-
nication, command, and control of billions 
of neurons. So they sidestep the issue, pre-
dicting that all current interfaces will soon 
yield to very small robots, or  “nanobots.” 
Remember the 1966 motion picture 
Fantastic Voyage? That’s the basic idea. But 
try to imagine, in place of Raquel Welch in 
a formfi tting wet suit, robotic submarines 
the size of blood cells. They infi ltrate the 
entire brain, then record all neural activity 
and manipulate it by zapping neurons, tin-
kering with synaptic links, and so on. The 
nanobots will be equipped with some sort 
of Wi-Fi so that they can communicate 
with one another as well as with electronic 
systems inside and outside the body.

Nanobots have inspired some ter-
rific “X-Files” episodes as well as the 
Michael Crichton novel Prey. But they 
have as much basis in current research as 
fairy dust [see “Rupturing the Nanotech 
Rapture,” in this issue].

S
teven Rose has nothing 
against technoenhancement. 
The neurobiologist at England’s 
Open University wears eye-
glasses and is proud of his tita-

nium knee and dental implants. He says a 
lot can be done to improve the brain’s per-
formance through improved drugs, neural 
prostheses, and perhaps genetic engineer-
ing. But he calls the claims about immi-
nent consciousness uploading “pretty 
much crap.”

Rose disputes the singularitarians’ 
contention that computers will soon sur-
pass the brain’s computational capacity. 
He suspects that computation occurs at 
scales above and below the level of indi-
vidual neurons and synapses, via genetic, 
hormonal, and other processes. So the 
brain’s total computational power may be 
many orders of magnitude greater than 
what singularitarians profess.

Rose also rejects the basic prem-
ise of uploading, that our psyches con-
sist of nothing more than algorithms 
t hat can be t ransfer red f rom our 
 bodies to entirely different substrates, 
whether silicon or glass fi bers or as-yet-
 unimaginable quantum computers. The 

information processing that constitutes 
our selves, Rose asserts, evolved within—
and may not work in any medium other 
than—a social, crafty, emotional, sex-
obsessed fl esh-and-blood primate.

To dramatize that point, Rose poses 
a thought experiment involving a “cere-
broscope,” which can record everything 
that happens in a brain, at micro and 
macro levels, in real time. Let’s say the 
cerebroscope (hey, maybe it’s based on 
nanobots!) records all of Rose’s neural 
activity as he watches a red bus coming 
down a street. Could the cerebroscope 
reconstruct Rose’s perception? No, he 
says, because his neural response to even 
that simple stimulus grows out of his 
brain’s entire previous history, includ-
ing the incident in his childhood when 
a bus almost ran him over. 

To interpret the neural activity cor-
responding to any moment, Rose elabo-
rates, scientists would need “access to 
my entire neural and hormonal life his-
tory” as well as to all his correspond-
ing experiences. Scientists would also 
need detailed knowledge of the chang-
ing social context within which Rose 
has lived; his attitude toward buses 
would be diff erent if terrorists recently 
had attacked one. The implication of his 
thought experiment is that our psyches 
will never be totally reducible, comput-
able, predictable, and explainable. Or, 
disappointingly enough, downloadable 
into everlasting new containers.

Perhaps the old joke is right after all: 
If the brain were simple enough for us 
to understand, we wouldn’t be smart 
enough to understand it.

 L
et’s face it. The  singularity 
is a religious rather than a 
scientific vision. The science-
 f iction writer Ken MacLeod 
has dubbed it “the rapture for 

nerds,” an allusion to the end-time, 
when Jesus whisks the faithful to heaven 
and leaves us sinners behind.

Such yearning for transcendence, 
whether spiritual or technological, is all 
too understandable. Both as individuals 
and as a species, we face deadly serious 
problems, including terrorism, nuclear 
proliferation, overpopulation, poverty, 
famine, environmental degradation, cli-
mate change, resource de pletion, and 
AIDS. Engineers and scientists should 
be helping us face the world’s problems 
and fi nd solutions to them, rather than 
indulging in escapist, pseudoscientifi c 
fantasies like the singularity.  ❏
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EXPERT VIEW: 
Jeff  Hawkins 
WHO HE IS
Cofounder of Numenta, 
in Menlo Park, Calif., a 
company developing 
a computer memory 
system based on the 
human neocortex. Also 
founded Palm Computing, 
Handspring, and 
the Redwood Center for 
Theoretical Neuroscience.

SINGULARITY 
WILL OCCUR

“If you defi ne the singularity 
as a point in time when 
intelligent machines 
are designing intelligent 
machines in such a 
way that machines get 
extremely intelligent very 
quickly—an exponential 
increase in intelligence— 
then it will never happen.”

MACHINE 
CONSCIOUSNESS 
WILL OCCUR

“If you think dogs and other 
mammals are conscious, 
then you will probably 
think some machines are 
conscious. If you think 
consciousness is a purely 
human phenomenon, then 
you won’t think machines 
are conscious.”

THOUGHTS
“Belief in this idea is based 
on a naive understanding of 
what intelligence is. As an 
analogy, imagine we had a 
computer that could design 
new computers (chips, 
systems, and software) 
faster than itself. Would 
such a computer lead to 
infi nitely fast computers 
or even computers that 
were faster than anything 
humans could ever build? 
No. It might accelerate the 
rate of improvements for a 
while, but in the end there 
are limits to how big and 
fast computers can run. We 
would end up in the same 
place; we’d just get there a 
bit faster. There would be 
no singularity.”
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COMPUTER SCIENTIST and 
 science-fi ction  writer  Vernor 
Vinge sketched out a  seminal 
modern singularity  hypothesis 
15 years ago in his essay “The  
Coming  Technological  Singularity.” 
Since then lots of  other people 
have taken up the cause, so 

now you can  either  anticipate 
or scoff  at many  diff erent kinds 
of  singularities.  Perhaps the 
most inclusive  variant is the one 
we  label  “technotopia,” the 
 scenario in which  computers 
reach and  exceed  human levels of 
 intelligence, essentially  resulting 

in the resolution of all human 
problems, including illness and 
limited life span. The “event 
 horizon” idea corresponds most 
closely to Vinge’s original: a con-
fl uence of technological changes, 
most likely including machine 
intelligence, beyond which we 

 WHO WHY WE SHOULD 
LISTEN

KIND OF 
SINGULARITY

BASIC ARGUMENT WHAT THEY SAY YOU MIGHT ALSO 
WANT TO KNOW

Raymond 
Kurzweil
Entrepreneur, 
inventor, author 
of popular books 
on the singularity 

Created several 
enormously successful 
inventions, including 
ones for pattern, 
character, and speech 
recognition; electronic 
musical instruments; and 
medical education. 

Technotopia 
—accelerating 
change

The basic paradigm of Moore’s Law—
exponentially increasing improvement—
will not only hold true indefi nitely for logic 
circuits but will also apply to countless 
other technologies. It will lead to a 
singularity that will enable us to upload 
our consciousness into machines and, in 
eff ect, live indefi nitely. This singularity will 
occur in about 15 years.

“ I regard the freeing of the human mind 
from its severe physical limitations of 
scope and duration as the necessary 
next step in evolution.”     

—“The Law of Accelerating 
Returns” (http://www.
kurzweilai.net/articles/
art0134.html?printable=1)

Plans to release a movie 
later this year based on 
his book The Singularity 
Is Near. To maximize his 
chances of living until 
his consciousness 
   can be downloaded, 
         he reportedly takes 
       upward of 200 
            vitamin pills a day.

Hans 
Moravec
Adjunct 
professor, 
Carnegie-
Mellon Robotics 
Institute

Wrote Mind Children and 
other books on artifi cial 
intelligence and robotics.

Machine 
intelligence

The processes of the brain that give 
rise to consciousness arise inevitably 
and uniquely from chains of physical 
events and in accordance with 
physical principles. They are therefore 
reproducible with a sufficiently 
powerful computer.

“ The 1500-cubic-centimeter 
human brain is about 100 000 times 
as large as the retina, suggesting that 
matching overall human behavior 
will take about 100 million MIPS of 
computer power.”

—“When Will Computer Hardware 
Match the Human Brain?” Journal of 
Evolution and Technology, 1998 (http://
www.jetpress.org/volume1/moravec.htm)

Now works full-time at 
a small machine-vision 
start-up. 

Nick 
Bostrom
Director, Future of 
Humanity Institute, 
Oxford University

Cofounded World 
Transhumanist 
Association; writes 
extensively on machine 
intelligence, life extension, 
and philosophical 
issues surrounding the 
singularity.

Technotopia Assuming that we don’t render ourselves 
extinct, technological progress should 
lead to superintelligence and indefi nitely 
extended life spans; once the singularity 
comes near, we will all be kicking ourselves 
for not having brought it about sooner.

“ I would…assign less than a 50% 
probability to superintelligence being 
developed by 2033.”

—“How Long Before Superintelligence?” 
(http://www.nickbostrom.com/
superintelligence.html)

Vernor 
Vinge
Science-fi ction 
author; professor 
of computer 
science at San 
Diego State 
University for 
28 years (retired)

Wrote the critically 
acclaimed novels A Fire 
Upon the Deep (Hugo 
Award, 1993) and A 
Deepness in the Sky 
(1993); tackled issues 
that included human 
confrontation with 
superintelligent 
beings.

Event horizon—
fundamentally 
unpredictable

In a seminal 1993 essay, he wrote of 
the period following the development 
of machine intelligence: “From the 
human point of view this change will 
be a throwing away of all the previous 
rules, perhaps in the blink of an eye, an 
exponential runaway beyond any hope of 
control. Developments that before were 
thought might only happen in ‘a million 
years’ (if ever) will likely happen in the 
next century.” 

“ In my 1993 essay, ‘The Coming 
Technological Singularity,’ I said I’d 
be surprised if the singularity had not 
happened by 2030. I’ll stand by that 
claim.” (p. 69 in this issue)

A chapter of his recent 
novel, Rainbows End, 
grew out of a story 
he published in the 
July 2004 issue of 
IEEE Spectrum.

Eliezer 
Yudkowsky
Research fellow, 
Singularity Institute
for Artifi cial 
Intelligence

Has developed a theory 
for building “friendly” 
artificial intelligences 
whose goals will 
not change as they 
themselves evolve.

Intelligence 
explosion 

Each generation of intelligent human-
machine collaborations uses its 
increased intelligence to design the next 
generation. The more intelligence, the 
faster the cycle goes, until intelligences 
appear with capacities far beyond 
those of unaided humans. Eventually, 
essentially all the work will be done on 
the machine side.

“ Deep Blue’s engineers 
might say, ‘We have 
no idea what chess 
moves the machine 
will make, but we 
know they’ll be great 
moves.’ ” (Interview 
with author)

Working on the 
development of 
machine metaethics so 
that superintelligences 
can develop moral 
reasoning beyond the 
current level while still 
retaining predictable 
characteristics.

Christof 
Koch
Professor of 
cognitive and 
behavioral 
biology, Caltech

Studies the neural basis of 
consciousness.

Machine 
intelligence

To create thinking machines, we have to 
understand what it is—both biologically 
and philosophically—that makes humans 
conscious beings.

“ Consciousness does not seem to require 
many of the things we associate most 
deeply with being human.” 
(p. 48 in this issue)

Runs up a 1700-meter-
high mountain “every 
couple of weeks.”

Kevin 
Kelly
Senior maverick, 
Wired magazine 

Wrote Out of Control: The 
New Biology of Machines, 
Social Systems, and the 
Economic World (1995) 
and other works on 
technology and society. 

Phase change Singularities are pervasive changes in 
the state of the world that are often 
recognizable only in retrospect. As a 
result, the singularity is always near, but 
whether the current wave of technological 
progress constitutes a singularity is 
impossible to tell.

“ The word technology was only coined 
in 1829, but they’d been doing it for 
centuries by then.” (Interview with 
author)

  Popularized the 
“ Maes-Garreau point,” 

which observes that 
most predictions of 
positive technological 
revolution fall just 
within the life span of 
the person doing the 
predicting.

Bill Joy
Venture 
capitalist

Cofounded Sun 
Microsystems.

Event horizon As computer science, biotech, and 
nanotechnology advance, it will become 
easier and easier for small groups or even 
individuals to create incredibly destructive 
things. Unless measures are taken, 
eventually this will happen.

“The future doesn’t need us.” 

—“Why the Future Doesn’t Need Us,” 
Wired, April 2000 (http://www.wired.
com/wired/archive/8.04/joy.html)

Has called for voluntary 
renunciation or at least 
a delay of research into 
fi elds that off er easy 
extinction of humanity.

Who’s Who In
The Singularity 
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Had a short career as 
a stand-up comic.
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Marvin 
Minsky
Professor of 
media arts and 
sciences and of 
electrical 
engineering and 
computer science, MIT

Built the first neural 
network simulator 
in 1951. Received the 
Turing Award in 1969. 
Developed a theory of 
mind involving small 
subunits of expertise.

Machine 
intelligence/
uploading

Our increasing knowledge of the brain 
and increasing computing power will 
eventually intersect. 
Currently, however, 
the resources being 
devoted to such 
work are negligible 
compared with 
the amount of 
work to be done.

“ I asked the audience how many people 
wanted to live for 200 years, and no one 
raised their hand.”

—“It’s 2001: Where Is HAL?” 
Information Week podcast, 1 March 2007 
(http://www.informationweek.com; 
search on “minsky podcast”)

Thinks that belief in 
a singularity could 
inspire people in the 
way that World War II 
inspired his generation.

Daniel 
Dennett
Codirector of 
the Center 
for Cognitive 
Studies and 
professor of 
philosophy, 
Tufts University

Has written many 
books about the nature 
of consciousness and 
intelligence, including 
Brainstorms: Philosophical 
Essays on Mind and 
Psychology (1978), The 
Intentional Stance (1989), 
Consciousness Explained 
(1991), and Brainchildren—
Essays on Designing Minds 
(1998).

Machine 
intelligence

Human-level AI may be inevitable, 
but don’t expect it anytime soon. “I 
don’t deny the possibility a priori; I just 
think it is vanishingly unlikely in the 
foreseeable future.”

“ The best reason for believing that robots 
might someday become conscious is 
that we human beings are conscious, 
and we are a sort of robot ourselves.” 
(From Dennett’s book Cognition, 
Computation, and Consciousness, 1994)

                                    Leading 
                                    member 
                                    of the 
                                    Brights, 
                                    a group 
dedicated to promoting 
“the civic understanding 
and acknowledgment 
of the naturalistic 
worldview, which is free 
of supernatural and 
mystical elements.”

Rodney 
Brooks
Professor of 
robotics, MIT

Has built many robots 
that emulate the behavior 
of simple animals. One 
crucial aspect of his 
work is demonstrating 
how little cognition, 
understanding, or memory 
is required for apparently 
complex behaviors.

Technotopia Any extrapolation of technological trends, 
particularly exponential ones, decades 
into the future isn’t likely to be accurate.

“ I am a machine. 
So are you.” 
(p. 63 in this issue)

Was featured in the 
1997 movie Fast, Cheap, 
and Out of Control.

Jaron Lanier
   Interdisciplinary 
        scholar-in-
           residence at 
            the Center for 
             Entrepreneurship 
                & Technology, 
                  University of 
                   California, 
                    Berkeley

Coined the term virtual 
reality; was CEO of VPL 
Research, a pioneering 
virtual-reality start-up.

Machine 
intelligence

There’s no real evidence that computer 
representation of a brain will actually 
produce a mind. Furthermore, true AI 
can’t arise from current patterns of 
software development because those 
patterns are fatally flawed. Meanwhile, 
accelerating technological change 
could still make the world as we know it 
nearly unrecognizable.

“ If computers are to become smart 
enough to design their own successors, 
initiating a process that will lead to God-
like omniscience after a number of ever 
swifter passages from one generation 
of computers to the next, someone is 
going to have to write the software that 
gets the process going, and humans have 
given absolutely no evidence of being 
able to write such software.”

—“One-Half of a Manifesto,” Wired, 
December 2000 (http://www.wired.com/
wired/archive/8.12/lanier.html)

Wrote an entertaining 
1995 essay in the Journal 
of Consciousness Studies 
titled “You Can’t Argue 
With a Zombie.” It 
zinged Daniel Dennett, 
Daniel Dennett’s critics, 
Dartmouth students, 
and philosopher David 
Chalmers, among others. 
Sample line: “Arrogance 
is always a bad strategy 
in science. In philosophy
I suppose it’s fi ne.” 

John 
Holland
Professor of 
computer science
and engineering 
and professor of
psychology, 
University of 
Michigan

Invented genetic 
programming, one of 
the key technologies the 
singularitarians have 
claimed will lead to 
superintelligent machines.

Machine 
intelligence

In order to combine building blocks and 
selectively “breed” them to form ever 
more intelligent programs, you have to 
have the building blocks 
in the fi rst place.

  Uncritical believers in the singularity
“ think evolution is like monkeys at 

the typewriter, and if you just type 
fast enough you’ll get somewhere.” 
(Interview with author)

Believes that the more 
people know about the 
technologies that will 
supposedly bring about 
the singularity, the 
more aware they will 
be of the limitations of 
those technologies.

John 
Searle
Professor of 
philosophy, 
University of 
California, 
Berkeley

Has written many 
books on the brain and 
consciousness, including 
Minds, Brains, and Science 
(1985) and The Mystery of 
Consciousness (1997).

— His “Chinese Room” thought 
experiment explains why a bare 
CPU cannot understand the intent of 
the program it executes. Only organisms 
embodied in the real world, with real 
experiences to draw on, can become 
truly conscious and intelligent. All else 
is merely symbol manipulation.

    “I believe that there is no objection 
                  in principle to constructing an 
                    artifi cial hardware system that 
                  would duplicate the powers of 
            the brain to cause consciousness 
             using some chemistry diff erent 
        from neurons. But to produce 
consciousness any such system would 
have to duplicate the actual causal 
powers of the brain.”

—“I Married a Computer,” review of 
Kurzweil’s The Age of Spiritual Machines, 
The New York Review of Books, 
8 April 1999

Was a member of 
the UC Berkeley Free 
Speech movement in 
the early 1960s.

Roger 
Penrose
Physicist and 
professor of 
mathematics, 
Oxford 
University 

Expounded on Albert 
Einstein’s general theory 
of relativity. Wrote The 
Nature of Space and Time 
with Stephen Hawking 
and The Emperor’s New 
Mind, about computation 
and consciousness.

— Consciousness cannot be duplicated 
in computational machines, because 
it depends on “noncomputational 
physical processes.” Does not know 
what these might be but suggests it 
emerges from “large-scale” quantum-
mechanical phenomena in microtubules 
in the brain’s neurons.

“ I’m not saying that consciousness is 
beyond physics…although I’m saying that 
it’s beyond the physics we know now.” 
(From Penrose’s book The Third Culture: 
Beyond the Scientifi c Revolution, 1995)

Invented Penrose tiles, 
a shape capable of 
covering an infi nite 
plane in a nonperiodic 
fashion.

 cannot see into the future to  predict 
 anything. “Machine  intelligence” 
 represents the prediction that 
 computers will achieve human- level 
intelligence and either  consciousness 
or something  indistinguishable from it. 

 “Uploading,” which is also part of 
the  techno topian vision, refers to the 

 prediction that  individual human 
brains (and most probably their state 
of  consciousness) will be  replicable in 
 computerized form,  leading to (among 
other things)  virtual  immortality. Kevin 
Kelly’s “phase change”  hypothesis 
likens the singularity to the  changes 
 between the solid and  liquid or  liquid 

and  gaseous states of  matter: the world 
becomes funda mentally  diff erent but 
in ways that may not be immediately 
 perceptible to  individuals immersed 
in it at the time. The  “intelligence 
 explosion”  hypothesis,  initially 
 developed by Turing  associate I.J. 
Goode, postulates that as  machines 

(initially under the direction of 
 humans) design the next generation of 
 machines, eventually supe rintelligent 
levels will be reached. The eff ect is 
similar to the  accelerating rate of 
 technological change anticipated by 
techno topians, but the path for getting 
there is  diff erent.  —Paul Wallich

Singularity color code:    ■ True believer: thinks it will happen within 30 years     ■ Yes, but...     ■ Maybe someday     ■ No way
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 O
ur global economy would stupefy a Roman 
 merchant as much as the Roman economy would 
have confounded a caveman. But we would be sim-
ilarly amazed to see the economy that awaits our 
grandchildren, for I expect it to follow a societal 
discontinuity more dramatic than those brought on 

by the agricultural and industrial revolutions. The key, of course, is 
technology . A revolutionary speedup in economic growth requires 
an unprecedented and remarkable enabling tool. Machine intelli-
gence on a human level, if not higher, would do nicely. Its arrival 
could produce a singularity—an overwhelming departure from 
prior trends, with uneven and dizzyingly rapid change thereafter. 
A future shock to end future shocks.  

STUFFED INTO SKYSCRAPERS BY THE BILLION, 
BRAINY BUGBOTS WILL BE THE KNOWLEDGE WORKERS 
OF THE FUTURE   BY ROBIN HANSON

Economics Of 
The Singularity
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Yes, this theory of mine is a social and 
economic one, and therefore not as unfail-
ingly accurate or testable as one in the 
physical sciences. Nevertheless, social sci-
entists routinely make short-term forecasts 
that hit the mark, and economists often 
offer insightful forecasts about unprece-
dented situations.

So indulge me as I outline how we econ-
omists view technological change. In so 
doing, I hope to explain why it’s reasonable 
to view past history as a series of abrupt, 
seemingly unheralded transitions from 
one economic era to another, transitions 
marked by the sudden and drastic increase 
in the rate of economic growth. I will then 
show why another singularity is perhaps 

just around the corner. Finally, I will out-
line its possible consequences.

A complex device, like a tractor or a build-
ing, can have thousands of parts, and each 
part can rely on dozens of technologies. Yet 
in most cases even a spectacular gain in 
the quality of one part bestows at best only 
a small improvement on the whole. Keep 
improving a part in successive increments 
of equal degree and you’ll get ever smaller 
gains to the whole. This is the law of dimin-
ishing returns, and it applies not only to 
devices and organizations but to entire in-
dustries. Consider your personal  computer: 
every couple of years its power-to-cost  ratio 
has doubled, and yet as you go from one gen-
eration to the next, you probably notice only 

B
R

YA
N

 C
H

R
IS

T
IE

 D
ES

IG
N

T
H

E
 S

IN
G

U
L

A
R

IT
Y

 |  S
P

E
C

IA
L

 R
E

P
O

R
T

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

_____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P37E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


a small improvement as you plug away on 
your word processors and spreadsheets.

It turns out that most of these small, 
innovative gains come not from research 
labs but from hands-on builders and 
users. So the more a thing gets used, 
the more it tends to improve. It doesn’t 
matter whether that thing is a physical 
device, such as a car, or a social organi-
zation, such as a corporation.

If any large system of interacting 
parts tends to improve by smooth gra-
dations, then we should expect  systems 
of systems, with their larger number of 
components and interactions, to improve 
even more smoothly. By this reason-
ing, the world economy should improve 
most smoothly of all. The world econ-
omy consists of the largest number of 
inter acting parts of any man-made sys-
tem, and everyone not stranded on an 
uncharted island contributes to the 
improvements in all those parts by using 
them. Finally, in each economic era the 
question of whether growth speeds up 
or slows down depends on two compet-

ing factors. Deceleration typically ensues 
as innovators exhaust the easy ideas—
the low-hanging fruit. But acceleration 
also ensues as the economy, by getting 
larger, enables its members to explore an 
ever-increasing number of innovations. 

We have the tools to measure the 
world’s economic product not only for 
today—it’s about US $50 trillion per year—
but also for times long past. A few years 
ago Angus Maddison, an economic his-
torian at the University of Groningen, in 
the Netherlands, plotted a graph of world 
economic product—basically everything 
of value produced globally: bananas, sub-
marines, magazine articles, you name it. 
It shows that from 1950 to 2003, growth 
was relatively steady. During that time, 
despite enormous technical change, no 
particular technology  left much of a fi n-
gerprint on the data; no short-term accel-
erations in growth could be attributed to 
this or that technological development. 
Also, Maddison’s data off er little support 
for the idea that innovation and growth 
have been accelerating recently. 

Now look at the data for world product 
over the past 7,000 years, estimated by 
Bradford DeLong, an economic historian at 
the University of California, Berkeley. The 
data here tell a somewhat diff erent story. 
For most of that time, growth proceeded at 
a relatively steady exponential rate, with a 
doubling of output about every 900 years. 
But within the past few centuries, some-
thing dramatic happened: output began 
doubling faster and faster, approaching a 
new steady doubling time of about 15 years. 
That’s about 60 times as fast as it had been 
in the previous seven millennia. 

W
e call this transition 
the Industrial Revolu-
tion, but that does not 
mean we understand it 
well or even know pre-

cisely how and why it arose. But what-
ever the Industrial Revolution was, 
clearly it was an event worthy of the 
name “singularity.” 

If we look further back, we see what 
appears to be at least one previous 
 singularity—the transition to an econ-
omy based on agriculture. And slow as 

economic growth during the agricul-
tural era may seem in the aftermath of 
the Industrial Revolution, it was actu-
ally lightning fast compared with that of 
the economic era that came before, which 
was based on hunting and gathering.

In the roughly 2 million years our 
ancestors lived as hunters and gath-
erers, the population rose from about 
10 000 protohumans to about 4  million 
modern humans. If, as we believe, the 
growth pattern during this era was 
fairly steady, then the population must 
have doubled about every quarter mil-
lion years, on average. Then, beginning 
about 10 000 years ago, a few of those 
4 million humans began to settle down 
and live as farmers. The resulting com-
munities grew so fast that they quickly 
accounted for most of the world popula-
tion. From that time on, the farming pop-
ulation doubled about every 900 years—
some 250 times as fast as before. 

Our understanding of the existence, 
nature, and relevance of these transi-
tions clearly becomes more specula-
tive the further back we look in time 
[see sidebar, “How Many Singularities 
Have There Been?”]. There may well 
have been two earlier singularities that 
started eras of this sort, although our 
ability to identify them and weigh their 
rele vance is very speculative. I suggest 
an era defi ned by the growth of the brain 
from the emergence of animal life to the 
first protohumans and perhaps an ear-
lier era defi ned by the growth of the uni-
verse from a time shortly after the big 
bang to the fi rst animals. 

So we have perhaps fi ve eras during 
which the thing whose growth is at issue—
the universe, brains, the hunting economy, 
the farming economy, and the industrial 
economy—doubled in size at fi xed inter-
vals. Each era of growth before now, how-
ever, has eventually switched suddenly to 
a new era having a growth rate that was 
between 60 and 250 times as fast. Each 
switch was completed in much less time 
than it had taken the previous regime to 
double—from a few millennia for the agri-
cultural revolution to a few centuries for 
the industrial one. These switches consti-
tuted singularities.
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The world economy, which now 
doubles in 15 years, would soon 
double in a week to a month

How Many 
Singularities Have 
There Been?
THE TWO SOLIDLY DEMONSTRATED 
 singularities, the agricultural and industrial 
revolutions, came with little warning.

Were there any singularities before 
farming and industry? If we look back 
further in time, we can fi nd even slower 
modes of growth that made sudden 
transitions to faster modes. For example, 
human hunter-gatherers vastly expanded 
their niche and spread throughout the world 
in a biologically short period of time. That 
transition apparently was made possible by 
special innovations in the unusually large 
protohuman brain. Before that transition, 
and after the emergence of animals 
some 500 million years earlier, the largest 
animal brains doubled in size roughly every 
30 million years—less than 1 percent of the 
growth rate of human brains. 

Looking further back, it is diffi  cult to fi nd 
long-term trends that may have paved the 
way for the emergence of animals. Still, 
it is interesting to note that the volume of 
our nearly 14 billion-year-old universe has 
been expanding exponentially due to a 
mysterious “dark energy,” with a doubling 
time of 3 billion years—about 1 percent the 
growth rate of animal brain size.

Of course, because we have no accepted 
theory saying why various growth modes 
and transitions should be related, any 
similarities between them may be pure 
coincidence. But they do constitute 
precedents, for they show that vast changes 
can appear seemingly overnight.   —R.H.
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Whatever may have been the key 
innovations behind these transitions, it is 
clear that they were far more potent than 
such familiar textbook examples of great 
innovations as fi re, writing, computers, or 
plastics. Most innovations happen within 
a given growth era and do not change its 
basic nature, including its basic growth 
rate. A few exceedingly rare innovations, 
however, do suddenly change everything. 
One such innovation led to agriculture; 
another led to industry.

Therefore, we must admit that another 
singularity—at least the third one, and 
perhaps the fi fth, depending on how you 
count—could lie ahead. Furthermore, 
data on these previous apparently simi-
lar singularities are some of the few con-
crete guides available to what such a tran-
sition might look like. We would be fools 
if we confi dently expected all patterns to 
continue. But it strikes me as pretty fool-
ish to ignore the patterns we see.

If a new transition were to show the 
same pattern as the past two, then growth 
would quickly speed up by between 
60- and 250-fold. The world economy, 
which now doubles in 15 years or so, would 
soon double in somewhere from a week 
to a month. If the new transition were 
as gradual (in power-law terms) as the 
Industrial Revolution was, then within 
three years of a noticeable departure 
from typical fl uctuations, it would begin 
to double annually, and within two more 
years, it might grow a million-fold. If the 
new transition were as rapid as the agri-
cultural revolution seems to have been, 
change would be even more sudden. 

Though such growth may seem pre-
posterous, consider that in the era of 
hunting and gathering, the economy dou-
bled nine times; in the era of farming, it 
doubled seven times; and in the cur-
rent era of industry, it has so far doubled 
10 times. If, for some as yet unknown 
reason, the number of doublings is sim-
ilar across these three eras, then we 
seem already overdue for another tran-
sition. If we instead compare our era 
with the era of brain growth, which dou-
bled 16 times before humans appeared, 
we would expect the next transition by 
around 2075.

What innovation could possibly 
induce so fabulous a speedup in economic 
growth? It is easier to say what could not. 
Because of diminishing returns, no change 
that improved just one small sector of the 
economy could do the trick. In advanced 
countries today, farming, mining, energy , 
communications, transportation, and 

construction each account for only a small 
percentage of economic activity. Even so 
extraordinary an innovation as radical 
nanotechnology  would do no more than 
dramatically lower the cost of capital for 
manufacturing, which now makes up less 
than 10 percent of U.S. GDP.

No, the next radical jump in economic 
growth seems more likely to come from 
something that has a profound effect 
on everything, because it addresses the 
one permanent shortage in our entire 
 economy: human time and attention. 
They are by far the most productive 
components of today’s economy. About 
two-thirds of all income in the rich coun-
tries is paid directly for wages, and much 
of the remaining third represents indi-
rect costs of labor. (For example, corpo-
rate income largely refl ects earlier eff orts 
by entrepreneurs.) So any innovation that 
could replace or dramatically improve 
human labor would be a very big deal.

O
ne of the pi l la r s of 
the modern singularity 
hypothesis in its many 
forms is that intelligence 
is a general elixir, able to 

cure many if not all economic ailments. 
Typically, this belief is expressed in the 
form of an argument that the arrival of 
very intelligent machines will produce 
the next singularity. Some people hope 
this arrival will follow a new Einstein, 
who will discover a powerful general 
theory of intelligence applicable to those 
machines. Others envision an “intelli-
gence explosion” via a series of powerful 
design innovations, beginning with one 
that would make machines smart enough 
to help us quickly fi nd a second innova-
tion, allowing even smarter machines, 
and so on. A few even imagine innova-
tions so unprecedentedly potent that a 
single machine embodying the fi rst inno-
vation could go through the entire inno-
vation series by itself, unnoticed, within a 
week, and then take over the world.

There are many views on how intel-
ligence might arise in a machine. One 
argument holds that hardware is the 
critical limiting factor and predicts that 
human-level machine intelligence will 
come soon after we have computer hard-
ware whose performance is comparable 
with that of the human brain. 

Another argument focuses on knowl-
edge as the true limiting factor. This 
view is behind several huge artificial-
 intelligence database projects, includ-
ing Cyc, under construction for 23 years 
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EXPERT VIEW: 
John Casti 
WHO HE IS
Senior Research Scholar, 
the International Institute 
for Applied Systems Analysis, 
in Laxenburg, Austria, and 
cofounder of the Kenos Circle, 
a Vienna-based society for 
exploration of the future. 
Builds computer simulations 
of complex human systems, 
like the stock market, 
highway traffi  c, and the 
insurance industry. Author of 
popular books about science, 
both fi ction and nonfi ction, 
including The Cambridge 
Quintet, a fi ctional account of 
a dinner-party conversation 
about the creation of a 
thinking machine.

SINGULARITY 
WILL OCCUR
Within 70 years

MACHINE 
CONSCIOUSNESS 
WILL OCCUR
Questionable

MOORE’S LAW 
WILL CONTINUE FOR
20 more years with
 current technology

THOUGHTS
“I think it’s scientifi cally and 
philosophically on sound 
footing. The only real issue 
for me is the time frame 
over which the singularity 
will unfold. [The singularity 
represents] the end of the 
supremacy of Homo sapiens 
as the dominant species on 
planet Earth. At that point 
a new species appears, and 
humans and machines will 
go their separate ways, not 
merge one with the other. I do 
not believe this necessarily 
implies a malevolent 
machine takeover; rather, 
machines will become 
increasingly uninterested in 
human aff airs just as we are 
uninterested in the aff airs 
of ants or bees. But in my 
view it’s more likely than 
not that the two species will 
comfortably and more or less 
peacefully coexist—unless 
human interests start 
to interfere with those of 
the machines.”
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and now at Cycorp in Austin, Texas. Cyc 
now possesses millions of pieces of com-
monsense knowledge, added mostly by 
hand. Eventually, Cyc may know enough 
to begin to read and assimilate all writ-
ten knowledge, and the more it knows, 
the faster it should be able to learn. So 
it is possible, though hardly inevitable, 
that Cyc will eventually undergo a rapid 
knowledge explosion.

I fi nd those scenarios interesting but 
unlikely to come to pass anytime soon. 
Regarding advanced machine intelli-
gence, my guess is that our best chance 
of achieving it within a century is to 
put aside the attempt to understand the 
mind, at least for now, and instead sim-
ply focus on copying the brain.

This approach, known as whole 
brain emulation, starts with a real 
human brain, scanned in enough detail 
to see the exact location and type of each 
part of each neuron, such as dendrites, 
axons, and synapses. Then, using mod-
els of how each of these neuronal com-
ponents turns input signals into output 
signals, you would construct a computer 
model of this specifi c brain. With accu-
rate enough models and scans, the fi nal 
simulation should have the same input-
output behavior as the original brain. 
It would, in a sense, be the “uploaded 
mind” of whoever served as the template. 
Whether the emulation indeed consti-
tutes a person and whether that person 

An emulation of a brain could merely 
do what that brain can already do, 
although if done in sufficiently power-
ful hardware, the cognition might occur 
faster. Still, even if all we were able to 
achieve was a computer with the men-
tal powers of a particular human, that 
would be more than just interesting—
it would also be incredibly useful.

Though it might cost many billions of 
dollars to build one such machine, the 
fi rst copy might cost only millions and 
the millionth copy perhaps thousands 
or less. Mass production could then sup-

ply what has so far been the one factor of 
production that has remained critically 
scarce throughout human history: intel-
ligent, highly trained labor.

Okay, so might these machines be 
conscious, with wills of their own, and 
if so, could they be selfi sh, even malevo-
lent? Yes, yes, yes, and yes. More on that 
later; for now, let’s get back to the eco-
nomic argument.

Creat i ng hu ma n-level i ntel lect 
in a machine would be an astound-
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SPOT THE 
TRANSITION: 
After millennia 
of slow growth 
tied to rising 
population, the 
world economy 
took off . For the 
fi rst time ever, 
output per capita 
rose above mere 
subsistence 
levels. It’s been 
rising ever since.
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has rights is another story, to which I 
will return later.

If current trends continue, we should 
have computer hardware and brain 
scans fast and cheap enough to support 
this scenario in a few decades. What may 
well take longer are input-output models 
in suffi  cient detail for every relevant type 
of human neuron part. But I think those 
details will accrue in time. We already 
have sufficient models for some types 
of neuronal components, gathered after 
only a modest eff ort. And we have no rea-
son to expect the other types to be harder. 

Project Blue Brain, a joint eff ort by IBM 
and the Ecole Polytechnique Fédérale 
de Lausanne, in Switzerland, has made 
some impressive progress: in December 
2006, the project fi nished mapping and 
modeling the 10 000-odd neurons and 
30 million synapses in a rat’s neocortical 
column. Similarly impressive, in 2004 a 
Stockholm University team observed 
realistic behavior in a simulation of 
8 million neurons and 4 billion synapses. 
But we still have far to go.

 Brain emulation would simulate 
the “uploaded mind” of whoever 
served as the template

T
H

E
 S

IN
G

U
L

A
R

IT
Y

 |
  

S
P

E
C

IA
L

 R
E

P
O

R
T

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

_____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P40E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


ing achievement, but it is not imme-
diately obvious that it would launch a 
new era of much faster growth, with 
doubling times measured in months 
or less. After all, more and more capa-
ble machines have been replacing and 
aiding humans for centuries with-
out sparking such an explosion. To 
answer that objection, we’ve got to 
start with the fundamentals: what eco-
nomic theory says about growth rates.

 T
o keep a modern economy 
thriving, we must accomplish 
many mental tasks. Some peo-
ple (we call them engineers) 
have to design new products, 

systems, and services. Other people have 
to build, market, transport, distribute, and 
maintain them, and so on. These myriad 
tasks are mostly complements, so that 
doing one task better increases the value 
of doing other tasks well. But for each task, 
humans and machines may also be substi-
tutes; it can be a wasted eff ort to have them 
both do the same task.

The relative advantages of humans 
and machines vary from one task to the 
next. Imagine a chart resembling a top-
ographic cross section, with the tasks 
that are “most human” forming a human 
advantage curve on the higher ground. 
Here you fi nd chores best done by humans, 
like gourmet cooking or elite hairdressing. 
Then there is a “shore” consisting of tasks 
that humans and machines are equally 
able to perform and, beyond them an 

“ocean” of tasks best done by machines. 
When machines get cheaper or smarter 
or both, the water level rises, as it were, 
and the shore moves inland. 

This sea change has two eff ects. First, 
machines will substitute for humans by 
taking over newly “fl ooded” tasks. Second, 
doing machine tasks better complements 
human tasks, raising the value of doing 
them well. Human wages may rise or fall, 
depending on which eff ect is stronger.

For example, in the 1920s, when the 
mass-produced automobile came along, 
it was produced largely by machines, 
with human help. So machines domi-
nated that function—the assembly of cars. 
The resulting proliferation of machine-
 assembled cars raised the value of related 
human tasks, such as designing those 
cars, because the financial stakes were 
now much higher. Sure enough, auto-
mobiles raised the wages of machinists 
and designers—in these cases, the com-
plementary eff ect dominated. At the same 
time, the automobile industry lowered the 

pay of saddle makers and stable hands, an 
example of the substitution eff ect.

So far, machines have displaced rel-
atively few human workers, and when 
they have done so, they have in most 
cases greatly raised the incomes of other 
workers. That is, the complementary 
effect has outweighed the substitution 
eff ect—but this trend need not continue.

In our graph of machines and humans, 
imagine that the ocean of machine tasks 
reached a wide plateau. This would 
happen if, for instance, machines were 
almost capable enough to take on a vast 
array of human jobs. For example, it 
might occur if machines were on the very 
cusp of human-level cognition. In this 
situation, a small additional rise in sea 
level would fl ood that plateau and push 
the shoreline so far inland that a huge 
number of important tasks formerly in 
the human realm were now achievable 
with machines. We’d expect such a wide 
plateau if the cheapest smart machines 
were whole-brain emulations whose rel-
ative abilities on most tasks should be 
close to those of human beings. 

In such a scenario, the economy would 
start growing much faster, for three rea-
sons. First, we could create capable 
machines in much less time than it takes 
to breed, rear, and educate new human 
workers. Being able to make and retire 
machine workers as fast as needed could 
easily double or quadruple growth rates. 

Second, the cost of computing has long 
been falling much faster than the econ-
omy has been growing. When the work-
force is largely composed of computers, 
the cost of making workers will there-
fore fall at that faster rate, with all that 
this entails for economic growth.

Third, as the economy begins growing 
faster, computer usage and the resources 
devoted to developing computers will 
also grow faster. And because innova-
tion is faster when more people use and 
study something, we should expect com-
puter performance to improve even faster 
than in the past.

Together these effects seem quite 
capable of producing economic dou-
bling times much shorter than anything 
the world has ever seen. And note that 
this forecast does not depend on the 
rate at which we achieve machine intel-
ligence capabilities or the rate at which 
the intelligence of machines increases. 
Merely having computer-like machines 
able to do most important mental tasks 
as well as humans do seems suffi  cient to 
produce very rapid growth.
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T.J. Rodgers 
WHO HE IS
Founder and CEO of Cypress 
Semiconductor Corp., in San 
Jose, Calif., known for his 
brash opinions about the 
business world and politics. 
Owner of the Clos de la Tech 
winery and vineyards, in 
California, where he’s trying 
to make the best American 
pinot noir.

SINGULARITY 
WILL OCCUR
Never

THOUGHTS
“I don’t believe in 
technological singularities. 
It’s like extraterrestrial 
life—if it were there, 
we would have seen it 
by now. However, I do 
believe in something 
that is more powerful 
because it is real—namely, 
exponential learning. An 
exponential function has 
the property that its slope 
is proportional to its value. 
The more we know, the 
faster we can learn. 

“Technological transitions 
are required to maintain 
an exponential rate of 
learning. The fi rst airplanes 
were certainly not as 
good as well-appointed 
trains in moving masses 
comfortably, but the 
transition later proved 
essential to maintaining 
our progress in human 
mobility. Gene splicing is a 
breakthrough technology 
but has not yet done (or 
been allowed to do) a lot for 
mankind. That will change.

“I don’t believe in the good 
old days. We will be freer, 
more well-educated and 
even smarter in the future—
but exponentially so, not as 
a result of some singularity.”
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 L
ife in a robot economy would 
not be merely a sped-up ver-
sion of our lives today. When 
I apply basic economic theory 
and some common sense to this 

scenario, I conclude that humans would 
probably be neither the immortal, all-
powerful gods that some hope for nor the 
hated and hunted prey that some fear. 

Yes, robot-human wars would be 
possible, but it is important to remem-
ber t hat few d if ferences bet ween 
humans ever lead to war. We do not 
fear that the short will conspire to mur-
der the tall in their sleep, nor that the 
right-handed will exterminate the left-
handed. Short, tall, left-handed, and 
right-handed people all trade with, 
befriend, and marry one another with 
abandon, making such wars almost 
unthinkable. Instead, wars today hap-
pen between largely separate nations 
and ethnic groups. Similarly, robots 
well-integrated into our economy would 
be unlikely to exterminate us. 

Would robots be slaves? Laws could 
conceivably ban robots or only allow 
robots “born” with enough wealth to 
aff ord a life of leisure. But without global 
and draconian enforcement of such laws, 
the vast wealth that cheap robots offer 
would quickly induce a sprawling, unruly 
black market. Realistically, since modest 
enforcement could maintain only modest 
restrictions, huge numbers of cheap (and 
thus poor) robots would probably exist; 
only their legal status would be in question. 
Depending on local politics, cheap robots 
could be “undocumented” illegals, legal 
slaves of their creators or owners, “free” 
minds renting their bodies and services 
and subject to “eviction” for nonpayment, 
or free minds saddled with debts and sub-
ject to “repossession” for nonpayment. 

The following conclusions do not much 
depend on which of these cases is more 
common. For example, in any of these 
cases human wages would rise or fall rap-

idly, depending on the shape of the human 
advantage landscape. After the fl ood of the 
plateau, there might still be some moun-
tain peaks of human tasks left. Some rich 
people might still want to be served and 
entertained by real human beings. So for 
those jobs, human wages could rise. But if 
in the end the machine ocean completely 
inundated all of Task-Land, then wages 
would fall so far that most humans would 
not, through their labor alone, be able to 
live on them, though they might work for 
other reasons. 

In either case, human labor would no 
longer earn most income. Owners of real 
estate or of businesses that build, main-
tain, or supply machines would see their 
wealth grow at a fabulous rate—about as 
fast as the economy grows. Interest rates 
would be similarly great. Any small part 
of this wealth should allow humans to 
live comfortably somewhere, even if not 
as all-powerful gods. 

Because copying a machine mind 
would be cheap, training and education 
would cost no more than a software update. 
Instead of long years to train each worker, 
a few machines would be trained intensely, 
and then many copies would be made of 
the very best trainees. Presumably, strong 
security would prevent bootleg copies.

Organi zat ional decision cycles 

would shorten, favoring streamlined, 
decentralized processes run by fast 
machine minds in key positions of 
authority. Fast minds could be whole-
brain emulations sped up relative to 
human brains. This scenario would 
marginalize slow bureaucratic human 
committees, regulators, and the like. 
Fast growth rates would likely discour-
age slow long-distance transport and 
encourage local production. 

Some robots responsible for admin-
istration, research, law, and other cogni-
tive work might live and work entirely in 
virtual environments. For others, crude 
calculations suggest that tiny bodies a 
few millimeters tall, with sped-up minds 
to match their faster body motions, might 
allow insectlike urban densities, with 
many billions living in the volume of a 
current skyscraper, paying astronomical 
rents that would exclude most humans.

As emulations of humans, these crea-

tures would do the same sorts of things 
in their virtual realities and skyscrapers 
that humans have done for hundreds of 
thousands of years: form communities 
and coalitions, fall in love, gossip, argue, 
make art, commit crimes, get work done, 
innovate, and have fun. Just as farming 
was more alien to our human nature than 
hunting and gathering, and industry was 
more alien still, their world would be even 
more distant from human origins. But 
human nature seems fl exible enough to 
accommodate such changes. 

The population of smart machines 
would explode even faster than the 
economy. So even though total wealth 
would increase very rapidly, wealth per 
machine would fall rapidly. If these smart 
machines are considered “people,” then 
most people would be machines, and per-
person wealth and wages would quickly 
fall to machine-subsistence levels, which 
would be far below human-subsistence 
levels. Salaries would probably be just 
high enough to cover the rent on a tiny 
body, a few cubic centimeters of space, the 
odd spare part, a few watts of energy  and 
heat dumping, and a Net connection. 

While copying would make robot 
immortality feasible in principle, few 
robots would be able to afford it. And 
when reproduction via copying domi-
nates, few robots would be able to aff ord 
robot versions of human children.

While whole-brain-emulation robots 
would be copies of particular humans, 
we should expect vast inequality in copy 
rates. Investors who paid the high costs 
for scanning a human brain would care-
fully select the few humans most likely 
to be flexible, cooperative, and produc-
tive workers, even while living a short, 
hardscrabble, childless, and alien life in 
robotic bodies or virtual offi  ces. Investors 
who paid for copying existing machine 
minds would select robots with a track 
record of achieving this ideal. As a result, 
there would be large fi rst-mover advan-
tages and winner-take-all effects. For 
example, if docile minds turned out to be 
the most productive, then the robot world 
might consist mainly of trillions of copies 
each of a few very docile human minds.

In this case, the meek would indeed 
inherit the Earth.  ❏

TO PROBE FURTHER  For additional 
resources on reconstructing the deep economic 
past, speculations on a rapid intelligence 
explosion, and the likely effects of machine 
intelligence on economic growth, see http://
spectrum.ieee.org/jun08/singularityprobe.

Wages could fall so far 
that most humans 
could not live on them
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W
hat do fruit-fly brains 
have in common with micro-
chips? That’s not the setup 
for a bad joke; it ’s David 
Adler’s life. Under Adler’s 
ultra sophisticated electron 

beam microscopes, advanced microprocessors 
with transistors far smaller than red blood cells 
have been reduced to their wiring diagrams. Now 
the  noggin of the humble Drosophila melanogaster is 
next, as Adler is being courted by researchers at a 
neurobiology  wing of the Howard Hughes Medical 
Institute to help them reverse engineer the human 
brain. They’re starting small, with the fruit fl y. 

DAVID ADLER DREAMS OF A GOOGLE MAP 
FOR THE HUMAN BRAIN   BY SALLY ADEE

Reverse 
Engineering 
The Brain

Located in the green, rolling hills of 
Ashburn, in northern Virginia, the cam-
pus, known as Janelia Farm, has been 
described as a kind of Bell Labs for neuro-
biology. Its task is solving what Adler 
calls the most important question in 
science: How exactly does the human 
brain do what it does? Lots of people 
are trying to answer this question, and 
there’s a growing impetus toward using 
high- definition brain scans to find out 
how the brain works. 

 “In a hundred years I’d like to know 
how human consciousness works,” says 
Janelia director Gerry Rubin. “The 10- or 
20-year goal is to understand the fruit- 
f ly brain.” It’s this difference between 
consciousness and brain that has neuro-
science researchers stymied. The 
simplest system stores and processes 
information the same way the most com-
plex system does; a primitive computer 
from 1986 works a lot like a supercomputer. 
Similarly, Rubin suspects that the human 
brain and the fruit-fly brain are sepa-
rated only by degrees of complexity: “Just 
because it’s much more advanced doesn’t 
mean the basic wiring rules are diff erent.” 
Right now, Janelia is working on a circuit 
diagram of the fruit-fl y brain.

To that end, Rubin has stocked the 
Janelia campus with a collection of neuro-
scientists, biologists, physicists,  engineers, 
and computer scientists. The process 
resembles that of reverse engineering a 
microprocessor. It starts with a full-scale, 
three-dimensional wiring diagram of the 
fl y’s brain, in which the density of neurons 
is substantially higher—“but not infi nitely 
higher,” insists Adler—than the wiring in 
a high-end IC. “If we can get a circuit dia-
gram of the human brain,” says Adler, 

“then we can understand what causes a 
lot of neurological disorders—depression, 
epilepsy, maybe even Alzheimer’s.”

Like an IC, the fruit-fl y brain is sub-
jected to logic and optical testing to derive 
its circuit diagram. With one approach, 
called neuronal electro physiolog y, 
researchers can record the electrical 
activity of neurons. “But the fly brain 
is even more complicated than an inte-
grated circuit,” says engineer and group 
leader Eric Betzig. “With an IC, you know 
that every transistor fires the same—
it’s either on or off. But the neurons in 
the brain don’t necessarily do that—they 
fi re sometimes 20, sometimes 80, some-
times 100  percent.” So in addition to logic 
 testing, the researchers also need to do 
imaging, and that’s where Adler and his 
amazing microscope come in.
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A standard scanning electron micro-
scope (SEM) images at about 10  million 
pixels per second. For comparison, a high-
 definition TV screen runs at 30  million 
 pixels per second. In 2005, the Pentagon 
gave funding to Califor nia-based 
KLA-Tencor Corp., where Adler was 
then working, to invent a microscope that 
could operate at 1 billion pixels per second 
to verify circuit patterns on defense chips. 
Shortly after that, Janelia lured Harald 
Hess, a former colleague of Adler’s, to the 
campus to direct its applied physics and 
instrumentation group. When the Janelia 
team started looking into imaging, Hess 
called Adler. When he found out what 
Janelia was working on, Adler says, “it 
blew my mind.” Hess wasn’t interested in 
a microscope that could image at a paltry 
billion pixels per second. He wanted one 
that could process 10 billion per second.

To image the fruit-f ly brain, the 
researchers use what they all refer to, 
gruesomely, as a “deli slicer”—the machine 
shaves 50-nanometer slices off  the top of 
the infi nitesimal fruit-fl y brain “like slices 
of prosciutto,” says Betzig. (The same tech-
nique is used to reverse engineer micro-
chips.) Then an electron microscope takes 
images of the brain slices, and these images 
are stacked carefully to form a 3-D virtual 
wiring diagram.

Slice, image, slice, image. Easy, right? 
Wrong.

 C
ompared with an IC, even 
a tiny fruit-f ly brain is a 
mess. One major bottleneck 
is the sample preparation: 
the brains must be sliced 

into perfectly even slivers before they’re 
imaged. Right now, that slice-and-image 
routine takes a whopping 10 months. The 
real time-waster isn’t the actual  imaging—
it’s the time it takes for each slice of brain 
to settle into place. Any movement, how-
ever slight, will make that hard-won 
image blurry. The fl y brain is only about 
300 micrometers on a side, but imaging 
one, even at 10 billion pixels per second, 
would take a whole day. You’re trying to 
image everything down to about 5 nm—
about one-hundredth the size of what a 
regular lab microscope can resolve. 

The storage requirements for the raw 
data alone are staggering: Adler esti-
mates that scientists could rack up about 
a  petabyte—that’s 1000 terabytes—of data 
for every day of imaging. Bear in mind that 
1000 terabytes is for one fruit fl y, with its 
sorry speck of a brain, and the biggest hard 
drive you can buy from a commercial ven-
dor today holds only one terabyte of data. 
To get any good data, you’d have to com-
pare hundreds of fruit-fl y brains. Imaging 
hundreds of them at the speed and resolu-
tion of Adler’s technology  would require 
a warehouse. “If nothing else,” he says, 

“you’re going to run out of space.”

Anyone over 30 remembers when 
a gigabyte of storage in one place was 
laughably sci-fi . It won’t be long before 
a 10-PB hard drive is as boring as 
today’s 100-GB hard drives. But this 
project doesn’t have as its goal merely 
collecting data; it is trying to estab-
lish the exact connections among the 
neurons and synapses of the tiny crea-
ture’s brain. And therein lies the big 
challenge. Each slice holds billions of pix-
els, and once every slice has been imaged, 
scientists have to piece them all back 
together to generate a 3-D wiring diagram. 
Adler compares the scale of the undertak-
ing to trying to put together a real-time 
traffi  c map of North America from high-
resolution satellite photos. “Now  imagine 
that the United States is paved coast-to-
coast as densely as New York City,” he 
says. At the resolution necessary to see 
individual synapses, the data glut is crip-
pling. “You have to turn that data glut 
into a wiring diagram that doesn’t take 
up 1000 hard drives,” says Adler. 

He’s hoping that machine learning 
will compensate for the data glut. When 
American adventurer Steve Fossett dis-
appeared in the Nevada desert last year, 
a virtual worldwide hunt ensued. People 
combed obsessively through Google Earth 
images for signs of the man and his plane. 
While telescopes and microscopes can 
image incredibly fi ne details, they still lack 
the all-important ability to interpret these 
images and throw away unnecessary data. 
Adler estimates that processing all the data 
from a 10-billion-pixel-per-second repre-
sentation of the fruit-fl y brain could take 
fi ve years. So Mitya Chklovskii, Janelia’s 
resident theoretical neurobiologist, is try-
ing to teach his computers to discriminate 
neurons from synapses, and synapses 
from axons. A computer that could store 
an enormous image for 5 minutes while 
it decides which data is relevant, Janelia 
director Rubin says, is a far more elegant 
solution than a bigger hard drive. “This 
would solve the data problem,” he says. 

Let’s say all the engineering problems 
can be solved in the next fi ve or 10 years. 
Could researchers then actually reverse 
engineer the human brain, creating its 
functional duplicate in silicon? Would 
consciousness and all its attendant joy, 
pain, insanity, and genius be freed from 
biological containment? Adler sees no 
reason why not. “The brain is the ultimate 
micromachine,” he insists. “The fact that 
it’s made out of meat is a red herring.”

His vision is a Google map of the 
human brain that incorporates not just 

The brain is the ultimate micro-
machine. The fact that it’s made 
out of meat is a red herring”
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SLICED BRAINS: Confocal microscopy imagery of fl uorescently labeled neurons is one of the 
tools used to develop circuit diagrams of the fruit-fl y brain. PHOTO: JULIE SIMPSON & PHUONG CHUNG/JANELIA FARM 
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Janelia’s circuit diagrams but also other 
work in neuroscience. Adler cites the work 
of Stanford neuroscientist Stephen Smith 
as “the fi rst steps to fi nding the soul.” At 
Harvard’s Center for Brain Science, neuro-
scientist Jeff Lichtman mapped mouse 
neurons by “painting ” them with 
 f luorescent proteins. Rubin believes 
he’ll live long enough to see an MRI-like 
device that measures function with such 
high-resolution output that neurons in 
fruit fl ies, mice, or even humans can be 
observed taking in and processing infor-
mation in real time.

How would all these diff erent systems 
work together to show us how the brain 
does what it does? With his 10- billion-
 pixel-per-second microscope, Adler is 
confi dent he’ll be able to produce brain-
topography images like Google’s satel-
lite views, resolving fi ne details in sharp 
focus. Smith’s cartography, on the other 
hand, he compares with Google’s map 
views, including street names. Rubin’s 
fMRI data would be like real-time traf-
fic data. Layering these different maps 
atop each other, says Adler, could lead to 
a hybrid comparable to a Google map. 

Such a Google-mapped brain, Adler 
says, could do more than let us under-
stand and cure disease: it could lead to 
a map of human consciousness. And he 
believes that understanding the wiring 
of the brain could lead to transformative 
technologies. What are memories, he 
asks, but rewired patterns in our brains? 

“If you can understand how memories are 
formed,” he says, “you can create memo-
ries.” Just as today’s sophisticated circuit-
editing tools can modify microchips after 
they’ve been manufactured and pack-
aged, a brain-editing tool could perhaps 
one day modify the brain. Adler jokes 
about an application straight out of Total 
Recall: buying fond memories of a vaca-
tion instead of taking the actual trip.

 I
n this heady context, the leap from 
reverse engineering the human brain 
to building a thinking machine doesn’t 
seem ridiculous. To Adler, the existence 
of human beings is proof enough that 

humans can be engineered. “When we 
study biology , we’re just studying a diff er-
ent version of nano technology —only it’s a 
more advanced nano technology .” But he 
quickly qualifies that statement:  silicon 
is the wrong material, he adds. The nano-
technology  we use today is static; we can 
move electrons around but not atoms, 
which means the chip doesn’t change 
when you use it. “We may not ever be able 

to get there using the silicon technology  of 
moving electrons,” he says. “But someone 
could come along tomorrow and invent 
a diff erent way of making a circuit that’s 
closer to what the brain does. Then, within 
50 to 100 years, we’ll have something that 
can do what the brain does.” 

But there’s nothing like a little healthy 
competition to speed up this timetable. 
Janelia isn’t the only player in the high-
speed brain-imaging arena: both Harvard 
and the Max Planck Institute for Medical 
Research, in Heidelberg, Germany (where 
the 3-D SEM method of brain recon-
struction was actually invented), are 
also working on the brain problem, and 
they compete heavily for milestones. The 
Harvard team may have solved the image-
settling problem: they plan to adapt a 
 conveyor-belt device used in the semi-
conductor industry as a continuously 
moving stage that allows an uninter-
rupted panoramic image, eliminating the 
need for time-wasting, steadying pauses.

Adler also consults for Harvard, help-
ing its team push the limits of its existing 
SEMs by “supercharging them” to hit their 
full potential. Before a 10-billion-pixel-per-
second microscope can be useful, he says, 
many other roadblocks have to be negoti-
ated. So in the meantime, he takes these 
souped-up SEMs to the limits imposed on 
them by physics, not factory settings. That 
means, for instance, that a lab microscope 
with a default rate of 10 million pixels per 
second can jump to 100 million pixels per 
second after Adler is fi nished tweaking it. 

Despite all the obstacles, the good 
news, Adler says, is that the fundamen-
tal physics of the superhigh-throughput 
electron microscope has been resolved. 
It’s no longer a science problem, he says: 
now it’s an engineering problem. Hess 
agrees. “Finding that one 65-nm shorted-
wire defect in a Pentium chip and that one 
miswired neuron in a fruit-fl y brain,” he 
says, are fundamentally similar problems. 
They’re counting on the inexorable climb 
of Moore’s curve to aid them in their pro-
cess. Rubin describes the phenomenon 
in terms of his Ph.D. work sequencing a 
single yeast gene. “Thirtyish years later, 
DNA-sequencing machines are at the point 
where students are doing 100 of my Ph.D.s 
per second,” he says, laughing. “We’re at 
millisecond data acquisition. These are 
the kinds of advances we’ll need to make 
a map of the human mind.”

In Rubin’s mind, solving the fruit-fly 
brain is a 20-year problem. “After we solve 
this, I’d say we’re one-fi fth of the way to 
understanding the human mind.”  ❏
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EXPERT VIEW: 
Eric Hahn 
WHO HE IS
Serial entrepreneur and 
early-stage investor who 
founded Collabra Software 
(sold to Netscape) and 
Lookout Software (sold 
to Microsoft) and backed 
Red Hat, Loudcloud, and 
Zimbra. CTO of Netscape 
during the browser wars.

SINGULARITY 
WILL OCCUR
Within 70 years

MACHINE 
CONSCIOUSNESS 
WILL OCCUR

“Yes, in that they eventually 
pass the Turing Test for ‘Is it 
thinking?’ ”

MOORE’S LAW 
WILL CONTINUE FOR 
30 more years

THOUGHTS
“I think that machine 
intelligence is one of the 
most exciting remaining 
‘great problems’ left in 
computer science. For 
all its promise, however, 
it pales compared with 
the advances we could 
make in the next few 
decades in improving 
the health and education 
of the existing human 
intelligences already on 
the planet. I believe the 
fi rst thing a tabula rasa 
intelligence (machine or 
otherwise) would conclude 
is that humans are very 
poor stewards of their 
own condition.”
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W
ould you sell your soul on eBay? Right now, 
of course, you can’t. But in some quarters 
it is taken for granted that within a genera-
tion, human beings—including you, if you can 
hang on for another 30 years or so—will have 
an alternative to death: being a ghost in a 

machine. You’ll be able to upload your mind—your thoughts, memo-
ries, and personality—to a computer. And once you’ve reduced your 
consciousness to patterns of electrons, others will be able to copy it, 
edit it, sell it, or pirate it. It might be bundled with other electronic 
minds. And, of course, it could be deleted. 

That’s quite a scenario, considering that 
at the moment, nobody really knows exactly 
what consciousness is. Pressed for a pithy 
defi nition, we might call it the ineff able and 
enigmatic inner life of the mind. But that 
hardly captures the whirl of thought and 
sensation that blossoms when you see a 
loved one after a long absence, hear an exqui-
site violin solo, or relish an incredible meal. 
Some of the most brilliant minds in human 
history have pondered consciousness, and 
after a few thousand years we still can’t say 
for sure if it is an intangible phenomenon or 
maybe even a kind of substance different 
from matter. We know it arises in the brain, 
but we don’t know how or where in the brain. 
We don’t even know if it requires specialized 
brain cells (or neurons) or some sort of spe-
cial circuit arrangement of them.

Nevertheless, some in the  singularity 
crowd are confident that we are within a 

few decades of building a computer, a simula-
crum, that can experience the color red, 
savor the smell of a rose, feel pain and plea-
sure, and fall in love. It might be a robot with 
a “body.” Or it might just be software—a huge, 
ever- changing cloud of bits that inhabit an 
immensely complicated and elaborately con-
structed virtual domain.

We are among the few neuroscientists 
who have devoted a substantial part of their 
careers to studying consciousness. Our work 
has given us a unique perspective on what is 
arguably the most momentous issue in all of 
technology : whether consciousness will ever 
be artifi cially created.

We think it will—eventually. But per-
haps not in the way that the most popular 
 scenarios have envisioned it.

Consciousness is part of the natural 
world. It depends, we believe, only on mathe-
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 matics and logic and on the imperfectly 
known laws of physics, chemistry, and 
biology ; it does not arise from some magi-
cal or otherworldly quality. That’s good 
news, because it means there’s no reason 
why consciousness can’t be reproduced 
in a machine—in theory, anyway.

In humans and animals, we know 
that the specifi c content of any conscious 
 experience—the deep blue of an alpine sky, 
say, or the fragrance of jasmine  redolent 
in the night air—is furnished by parts of 
the cerebral cortex, the outer layer of gray 
matter associated with thought, action, 
and other higher brain functions. If a sec-
tor of the cortex is destroyed by stroke or 
some other calamity, the person will no 
longer be conscious of whatever aspect of 
the world that part of the brain represents. 
For instance, a person whose visual cor-
tex is partially damaged may be unable to 
recognize faces, even though he can still 
see eyes, mouths, ears, and other discrete 
facial features. Consciousness can be lost 
entirely if injuries permanently damage 
most of the cerebral cortex, as seen in 
patients like Terri Schiavo, who suff ered 
from persistent vegetative state. Lesions of 
the cortical white matter, containing the 
fi bers through which parts of the brain 
communicate, also cause unconscious-
ness. And small lesions deep within the 
brain along the midline of the thalamus 
and the midbrain can inactivate the cere-
bral cortex and indirectly lead to a coma—
and a lack of consciousness.

To be conscious also requires the cortex 
and thalamus—the corticothalamic sys-
tem—to be constantly suff used in a bath 
of substances known as  neuromodulators, 
which aid or inhibit the transmission of 
nerve impulses. Finally, whatever the 
mechanisms necessary for consciousness, 
we know they must exist in both cortical 
hemispheres independently. 

Much of what goes on in the brain has 
nothing to do with being conscious, how-
ever. Widespread damage to the cerebel-
lum, the small structure at the base of 
the brain, has no eff ect on consciousness, 
despite the fact that more neurons reside 
there than in any other part of the brain. 
Neural activity obviously plays some 
essential role in consciousness but in itself 
is not enough to sustain a conscious state. 
We know that at the beginning of a deep 
sleep, consciousness fades, even though 
the neurons in the corticothalamic system 
continue to fi re at a level of activity similar 
to that of quiet wakefulness.

Data from clinical studies and from 
basic research laboratories, made pos-

sible by the use of sophisticated instru-
ments that detect and record neuro-
nal activity, have given us a complex if 
still rudimentary understanding of the 
 myriad processes that give rise to con-
sciousness. We are still a very long way 
from being able to use this knowledge to 
build a conscious machine. Yet we can 
already take the first step in that long 
journey: we can list some aspects of con-
sciousness that are not strictly necessary 
for building such an artifact. 

Remarkably, consciousness does not 
seem to require many of the things we 
associate most deeply with being human: 
emotions, memory, self-reflection, lan-
guage, sensing the world, and acting in it. 

Let’s start with sensory input and motor 
output: being conscious requires neither. 
We humans are generally aware of what 
goes on around us and occasionally of 
what goes on within our own bodies. It’s 
only natural to infer that consciousness is 
linked to our inter action with the world 
and with ourselves.

Yet when we dream, for instance, we 
are virtually disconnected from the envi-
ronment—we acknowledge almost nothing 
of what happens around us, and our mus-
cles are largely paralyzed. Nevertheless, 
we are conscious, sometimes vividly and 
grippingly so. This mental activity is 
reflected in electrical recordings of the 
dreaming brain showing that the cortico-

A BETTER TURING TEST: Shown this frame from the cult classic Repo Man [top], a conscious 
machine should be able to home in on the key elements [bottom]—a man with a gun, another 
man with raised arms, bottles on shelves—and conclude that it depicts a liquor-store robbery.
PHOTO: EDGE CITY/UNIVERSAL/THE KOBAL COLLECTION
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thalamic system, intimately involved with 
sensory perception, continues to function 
more or less as it does in wakefulness. 

Neurological evidence points to the 
same conclusion. People who have lost 
their eyesight can both imagine and dream 
in images, provided they had sight earlier 
in their lives. Patients with locked-in syn-
drome, which renders them almost com-
pletely paralyzed, are just as conscious as 
healthy subjects. Following a debilitating 
stroke, the French editor Jean-Dominique 
Bauby dictated his memoir, The Diving Bell 
and the Butterfl y, by blinking his left eye. 
Stephen Hawking is a world-renowned 
physicist, best-selling author, and occa-
sional guest star on “The Simpsons,” 
despite being immobilized from a degen-
erative neurological disorder.

So although being conscious depends 
on brain activity, it does not require 
any interaction with the environment. 
Whether the development of consciousness 
requires such interactions in early child-
hood, though, is a diff erent matter. 

How about emotions? Does a con-
scious being need to feel and display 
them? No: being conscious does not require 
emotion. People who’ve suff ered damage 
to the frontal area of the brain, for instance, 
may exhibit a fl at, emotionless aff ect; they 
are as dispassionate about their own pre-
dicament as they are about the problems 
of people around them. But even though 
their behavior is impaired and their judg-
ment may be unsound, they still experi-
ence the sights and sounds of the world 
much the way normal people do. 

Primal emotions like anger, fear, sur-
prise, and joy are useful and perhaps 
even essential for the survival of a con-
scious organism. Likewise, a conscious 
machine might rely on emotions to make 
choices and deal with the complexities of 
the world. But it could be just a cold, calcu-
lating engine—and yet still be conscious.

Psychologists argue that consciousness 
requires selective attention—that is, the 
ability to focus on a given object, thought, 
or activity. Some have even argued that 
consciousness is selective attention. After 
all, when you pay attention to something, 
you become conscious of that thing and its 
properties; when your attention shifts, the 
object fades from consciousness. 

Nevertheless, recent evidence favors 
the idea that a person can consciously 
perceive an event or object without pay-
ing attention to it. When you’re focused 
on a riveting movie, your surroundings 
aren’t reduced to a tunnel. You may not 
hear the phone ringing or your spouse 

calling your name, but you remain aware 
of certain aspects of the world around 
you. And here’s a surprise: the converse 
is also true. People can attend to events or 
objects—that is, their brains can preferen-
tially process them—without consciously 
perceiving them. This fact suggests that 
being conscious does not require attention.

One experiment that supported this 
conclusion found that, as strange as it 
sounds, people could pay attention to an 
object that they never “saw.” Test sub-
jects were shown static images of male 
and female nudes in one eye and rapidly 
fl ashing colored squares in the other eye. 
The flashing color rendered the nudes 
 invisible—the subjects couldn’t even say 
where the nudes were in the image. Yet the 
psychologists showed that subjects nev-
ertheless registered the unseen image if it 
was of the opposite sex.

What of memory? Most of us vividly 
remember our fi rst kiss, our fi rst car, or 
the images of the crumbling Twin Towers 
on 9/11. This kind of episodic memory 
would seem to be an integral part of con-
sciousness. But the clinic tells us other-
wise: being conscious does not require either 
explicit or working memory. 

In 1953, an epileptic man known to the 
public only as H.M. had most of his hippo-
campus and neighboring regions on both 
sides of the brain surgically removed as 
an experimental treatment for his condi-
tion. From that day on, he couldn’t acquire 
any new long-term memories—not of the 
nurses and doctors who treated him, his 
room at the hospital, or any  unfamiliar 
well-wishers who dropped by. He could 
recall only events that happened before 
his surgery. Such impairments, though, 
didn’t turn H.M. into a zombie. He is still 
alive today, and even if he can’t remember 
events from one day to the next, he is with-
out doubt conscious.

The same holds true for the sort of 
working memory you need to perform any 
number of daily activities—to dial a phone 
number you just looked up or measure 
out the correct amount of crushed thyme 
given in the cookbook you just consulted. 
This memory is called dynamic because 
it lasts only as long as neuronal circuits 
remain active. But as with long-term mem-
ory, you don’t need it to be conscious.

Self-refl ection is another human trait 
that seems deeply linked to conscious-
ness. To assess consciousness, psychol-
ogists and other scientists often rely on 
verbal reports from their subjects. They 
ask questions like “What did you see?” 
To answer, a subject conjures up an 

image by “looking inside” and recalling 
whatever it was that was just viewed. 
So it is only natural to suggest that con-
sciousness arises through your ability to 
refl ect on your perception.

As it turns out, though, being conscious 
does not require self-reflection. When we 
become absorbed in some intense per-
ceptual task—such as playing a fast-paced 
video game, swerving on a motorcycle 
through moving traffi  c, or running along 
a mountain trail—we are vividly con-
scious of the external world, without any 
need for refl ection or introspection. 

Neuroimaging studies suggest that we 
can be vividly conscious even when the 
front of the cerebral cortex, involved in 
judgment and self-representation, is rela-
tively inactive. Patients with widespread 
injury to the front of the brain demon-
strate serious deficits in their cognitive, 
executive, emotional, and planning abili-
ties. But they appear to have nearly intact 
perceptual abilities. 

Finally, being conscious does not require 
language. We humans affirm our con-
sciousness through speech, describing 
and discussing our experiences with one 
another. So it’s natural to think that speech 
and consciousness are inextricably linked. 
They’re not. There are many patients who 
lose the ability to understand or use words 
and yet remain conscious. And infants, 
monkeys, dogs, and mice cannot speak, 
but they are conscious and can report their 
experiences in other ways.   

S
o what about a machine? 
We’re going to assume that a 
machine does not require any-
thing to be conscious that a 
naturally evolved organism—

you or me, for example—doesn’t require. 
If that’s the case, then, to be conscious a 
machine does not need to engage with its 
environment, nor does it need long-term 
memory or working memory; it does not 
require attention, self-refl ection, language, 
or emotion. Those things may help the 
machine survive in the real world. But to 
simply have subjective experience—being 
pleased at the sight of wispy white clouds 
scurrying across a perfectly blue sky—
those traits are probably not necessary.

So what is necessary? What are the 
essential properties of consciousness, 
those without which there is no experi-
ence whatsoever?

We think the answer to that question 
has to do with the amount of  integrated 
 information that an organism, or a 
machine, can generate. Let’s say you are 
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facing a blank screen that is alternately 
on or off, and you have been instructed 
to say “light” when the screen turns on 
and “dark” when it turns off . Next to you, 
a photodiode—one of the very simplest 
of machines—is set up to beep when the 
screen emits light and to stay silent when 
the screen is dark. The fi rst problem that 
consciousness poses boils down to this: 
both you and the photo diode can diff eren-
tiate between the screen being on or off , but 
while you can see light or dark, the photo-
diode does not consciously “see” anything. 
It merely responds to photons.

The key diff erence between you and 
the photodiode has to do with how much 
information is generated when the diff er-
entiation between light and dark is made. 
Information is classically defi ned as the 
reduction of uncertainty that occurs 
when one among many possible outcomes 
is chosen. So when the screen turns dark, 
the photodiode enters one of its two pos-
sible states; here, a state corresponds to 
one bit of information. But when you see 
the screen turn dark, you enter one out 
of a huge number of states: seeing a dark 
screen means you aren’t seeing a blue, red, 
or green screen, the Statue of Liberty, a 
picture of your child’s piano recital, or any 
of the other uncountable things that you 
have ever seen or could ever see. To you, 

“dark” means not just the opposite of light 
but also, and simultaneously, something 
different from colors, shapes, sounds, 
smells, or any mixture of the above. 

So when you look at the dark screen, 
you rule out not just “light” but count-
less other possibilities. You don’t think 
of the stupefying number of possibilities, 
of course, but their mere existence corre-
sponds to a huge amount of information. 

Conscious experience consists of more 
than just differentiating among many 
states, however. Consider an idealized 
1-megapixel digital camera. Even if each 
photo diode in the imager were just binary, 
the number of different patterns that 
imager could record is 21 000 000. Indeed, the 
camera could easily enter a diff erent state 
for every frame from every movie that was 
or could ever be produced. It’s a stagger-
ing amount of information. Yet the camera 
is obviously not conscious. Why not? 

We think that the diff erence between 
you and the camera has to do with  integrated 
information. The camera can indeed be in 
any one of an absurdly large number of 
diff erent states. However, the 1-megapixel 
sensor chip isn’t a single integrated sys-
tem but rather a collection of one million 
individual, completely independent photo-
diodes, each with a repertoire of two states. 
And a million photodiodes are collectively 
no smarter than one photodiode. 

By contrast, the repertoire of states 
available to you cannot be subdivided. You 
know this from experience: when you con-
sciously see a certain image, you experi-
ence that image as an integrated whole. No 
matter how hard you try, you cannot divvy 
it up into smaller thumbprint images, and 
you cannot experience its colors indepen-
dently of the shapes, or the left half of your 
field of view independently of the right 
half. Underlying this unity is a multitude 
of causal interactions among the relevant 
parts of your brain. And unlike chopping 
up the photodiodes in a camera sensor, dis-
connecting the elements of your brain that 
feed into consciousness would have pro-
foundly detrimental eff ects.

 T
o be conscious, then, you need 
to be a single integrated entity 
with a large repertoire of states. 
Let’s take this one step further: 
your level of consciousness 

has to do with how much integrated infor-
mation you can generate. That’s why you 
have a higher level of consciousness than 
a tree frog or a supercomputer. 

It is possible to work out a theoreti-
cal framework for gauging how effec-
tive diff erent neural architectures would 
be at generating integrated information 
and therefore attaining a conscious state. 
This framework, the integrated informa-
tion theory of consciousness, or IIT, is 
grounded in the mathematics of infor-
mation and complexity theory and pro-
vides a specifi c measure of the amount of 
integrated information generated by any 
system comprising interacting parts. We 
call that measure Φ and express it in bits. 
The larger the value of Φ, the larger the 
 entity’s conscious repertoire. (For stu-
dents of information theory, Φ is an intrin-

sic property of the system, and so it is dif-
ferent from the Shannon information that 
can be sent through a channel.)

IIT suggests a way of assessing con-
sciousness in a machine—a Turing Test 
for consciousness, if you will. Other 
attempts at gauging machine conscious-
ness, or at least intelligence, have fallen 
short. Carrying on an engaging conversa-
tion in natural language or playing strat-
egy  games were at various times thought 
to be uniquely human attributes. Any 
machine that had those capabilities would 
also have a human intellect,  researchers 
once thought. But subsequent events 
proved them wrong— computer programs 
such as the  chatterbot ALICE and the 
chess-playing supercomputer Deep Blue, 
which famously bested Garry Kasparov 
in 1997, demonstrated that machines can 
display human-level  performance in nar-
row tasks. Yet none of those inventions 
displayed evidence of consciousness. 

Scientists have also proposed that 
displaying emotion, self-recognition, or 
purposeful behavior are suitable  criteria 
for machine consciousness. However, 
as we mentioned earlier, there are peo-
ple who are clearly conscious but do not 
exhibit those traits. 

What, then, would be a better test for 
machine consciousness? According to IIT, 
consciousness implies the  availability of 
a large repertoire of states belonging to 
a single integrated system. To be use-
ful, those internal states should also be 
highly informative about the world.

One test would be to ask the machine 
to describe a scene in a way that effi  ciently 
differentiates the scene’s key features 
from the immense range of other possible 
scenes. Humans are fantastically good at 
this: presented with a photo, a painting, or 
a frame from a movie, a normal adult can 
describe what’s going on, no matter how 
bizarre or novel the image is.

Consider the following response to a 
particular image: “It’s a robbery—there’s 
a man holding a gun and pointing it at 
another man, maybe a store clerk.” Asked 
to elaborate, the person could go on to say 
that it’s probably in a liquor store, given 
the bottles on the shelves, and that it may 
be in the United States, given the English-
language newspaper and signs. Note that 
the exercise here is not to spot as many 
details as one can but to discriminate the 
scene, as a whole, from countless others. 

So this is how we can test for machine 
consciousness: show it a picture and ask 
it for a concise description [see photos, “A 
Better Turing Test”]. The machine should 
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Consciousness does not seem to 
require many of the things we 
associate with being human
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be able to extract the gist of the image (it’s 
a liquor store) and what’s happening (it’s a 
robbery). The machine should also be able 
to describe which objects are in the picture 
and which are not (where’s the getaway 
car?), as well as the spatial relationships 
among the objects (the robber is holding 
a gun) and the causal relationships (the 
other man is holding up his hands because 
the bad guy is pointing a gun at him).

The machine would have to do as well 
as any of us to be considered as conscious 
as we humans are—so that a human judge 
could not tell the diff erence—and not only 
for the robbery scene but for any and all 
other scenes presented to it.

No machine or program comes close to 
pulling off  such a feat today. In fact, image 
understanding remains one of the great 
unsolved problems of artifi cial intelligence. 
Machine-vision algorithms do a reasonable 
job of recognizing ZIP codes on envelopes 
or signatures on checks and at picking out 
pedestrians in street scenes. But deviate 
slightly from these well-constrained tasks 
and the algorithms fail utterly.

Very soon, computer scientists will no 
doubt create a program that can automat-
ically label thousands of common objects 
in an image—a person, a building, a gun. 
But that software will still be far from 
conscious. Unless the program is explic-
itly written to conclude that the combina-
tion of man, gun, building, and terrifi ed 
customer implies “robbery,” the program 
won’t realize that something dangerous is 
going on. And even if it were so written, it 
might sound a false alarm if a 5-year-old 
boy walked into view holding a toy pistol. 
A sufficiently conscious machine would 
not make such a mistake.

W
hat is the best way 
to build a conscious 
machine? Two com-
plementary strategies 
come to mind: either 

copying the mammalian brain or evolv-
ing a machine. Research groups world-
wide are already pursuing both strategies, 
though not necessarily with the explicit 
goal of creating machine consciousness.

Though both of us work with detailed 
biophysical computer simulations of the 
cortex, we are not optimistic that modeling 
the brain will provide the insights needed 
to construct a conscious machine in the 
next few decades. Consider this sobering 
lesson: the roundworm Caenorhabditis 
 elegans is a tiny creature whose brain 
has 302 nerve cells. Back in 1986, scien-
tists used electron microscopy to pain-

stakingly map its roughly 6000 chemical 
synapses and its complete wiring diagram. 
Yet more than two decades later, there is 
still no working model of how this mini-
mal nervous system functions.

Now scale that up to a human brain 
with its 100 billion or so neurons and 
a couple hundred trillion synapses. 
Tracing all those synapses one by one is 
close to impossible, and it is not even clear 
whether it would be particularly useful, 
because the brain is astoundingly plas-
tic, and the connection strengths of syn-
apses are in constant flux. Simulating 
such a gigantic neural network model in 
the hope of seeing consciousness emerge, 
with millions of parameters whose values 
are only vaguely known, will not happen 
in the foreseeable future. 

A more plausible alternative is to start 
with a suitably abstracted  mammal-like 
architecture and evolve it into a con-
scious entity. Sony’s robotic dog, Aibo, 
and its humanoid, Qrio, were rudimen-
tary attempts; they operated under a large 
number of fi xed but fl exible rules. Those 
rules yielded some impressive, lifelike 
 behavior—chasing balls, dancing, climb-
ing stairs—but such robots have no chance 
of passing our consciousness test.

So let’s try another tack. At MIT, com-
putational neuroscientist Tomaso Poggio 
has shown that vision systems based 
on hierarchical, multilayered maps of 
 neuronlike elements perform admirably 
at learning to categorize real-world images. 
In fact, they rival the performance of state-
of-the-art machine-vision systems. Yet 
such systems are still very brittle. Move 
the test setup from cloudy New England to 
the brighter skies of Southern California 
and the system’s performance suff ers. To 
begin to approach human behavior, such 
systems must become vastly more robust; 
likewise, the range of what they can recog-
nize must increase considerably to encom-
pass essentially all possible scenes.

Contemplating how to build such a 
machine will inevitably shed light on sci-
entists’ understanding of our own con-
sciousness. And just as we ourselves have 
evolved to experience and appreciate the 
infi nite richness of the world, so too will 
we evolve constructs that share with us 
and other sentient animals the most inef-
fable, the most subjective of all features of 
life: consciousness itself.  ❏

TO PROBE FURTHER  For more on the 
integrated information theory of con-
sciousness, go to http://spectrum.ieee.org/
jun08/consciousmachines. 
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EXPERT VIEW: 
Douglas 
Hofstadter 
WHO HE IS 
Pioneer in computer 
modeling of mental 
processes; director of the 
Center for Research on 
Concepts and Cognition 
at Indiana University, 
Bloomington; winner of 
the 1980 Pulitzer Prize for 
general nonfi ction.

SINGULARITY 
WILL OCCUR
Someday in the 
distant future

MACHINE 
CONSCIOUSNESS WILL 
OCCUR
Yes

MOORE’S LAW 
WILL CONTINUE FOR
20 more years

THOUGHTS
“It might happen someday, 
but I think life and 
intelligence are far more 
complex than the current 
singularitarians seem 
to believe, so I doubt it 
will happen in the next 
couple of centuries. 
[The ramifi cations] will be 
enormous, since the highest 
form of sentient beings on 
the planet will no longer 
be human. Perhaps these 
machines—our ‘children’—
will be vaguely like us 
and will have culture similar 
to ours, but most likely not. 
In that case, we humans 
may well go the way of 
the dinosaurs.”
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T
ake the idea of exponential technological growth, work 
it through to its logical conclusion, and there you have the 
singularity. Its bold incredibility pushes aside incredulity, 
as it challenges us to confront all the things we thought 
could never come true—the creation of superintelligent, 
conscious organisms, nanorobots that can swim in our 

bloodstreams and fi x what ails us, and direct communication from 
mind to mind. And the pièce de résistance: a posthuman existence 
of disembodied uploaded minds, living on indefinitely without 
fear, sickness, or want in a virtual paradise ingeniously designed 
to delight, thrill, and stimulate.
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THE STORY OF THE SINGULARITY IS SWEEPING, DRAMATIC, 
SIMPLE—AND WRONG   BY ALFRED NORDMANN

Singular 
Simplicity

1840 1850 1860 1870 1880 1890 1900 1910

1842
• Ether anesthesia  

1843
• Vulcanized rubber

1844 á
• Telegraph

1846
•  Cylinder printing 

press 

1837
• Oceangoing 
  steamship 1857

•  Passenger 
elevator

1859
• Theory of evolution
•  First escalator 

patent
• Oil well

1876–1920 Ü
•  Development 

 of antibiotics

1876 Ü
• Telephone

Ö 1880s
Mechanized
newspaper
typesetting

1877
Toilet paper

Ö 1877
Phonograph

1897 Ü
Aspirin

1902 Ü           
Flashlight

Ö 1905 
Vacuum 
tube

1879
Lightbulb

Age of 
Invention 
Technological optimists maintain that 
the impact of innovation on our lives is 
increasing, but the evidence goes the 
other way. The author’s grand mother 
[see photo] l ived from the 1880s 
through the 1960s and witnessed the 
adoption of electricity, phonographs, 
telephones, radio, television, airplanes, 
antibiotics, vacuum tubes, transistors, 
and the automobile. In 1924 she became 
one of the first in her neighborhood to 
own a car. The author contends that the 
inventions unveiled in his own lifetime 
have made a far smaller difference. 

GRANDMOTHER’S LIFETIME

1919 Ü
Toaster

 

1914 Ü
Zipper

Ö 1873
Blue jeans

1889  á
Automobile

á 1903
Airplane

á 1902
Teddy bear

1830

1905 
Theory of 
special
relativity

Ö 1869
Motorcycle
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as described by Moore’s Law. The birth-
control pill and other reproductive tech-
nologies have had an equally profound 
impact, on the culture if not the economy, 
but they are not developing at an acceler-
ating speed. Beyond that, I saw men walk 
on the moon, with little to come of it, and I 
am surrounded by bio- and nanotechnol-
ogies that so far haven’t aff ected my life at 
all. Medical research has developed treat-
ments that make a diff erence in our lives, 
particularly at the end of them. But despite 
daily announcements of one breakthrough 
or another, morbidity and mortality from 
cancer and stroke continue practically 
unabated, even in developed countries. 

Now consider the life of someone 
who was born in the 1880s and died in 
the 1960s—my grandmother, for instance. 
She witnessed the introduction of electric 
light and telephones, of auto mobiles and 
airplanes, the atomic bomb and nuclear 
power, vacuum electronics and semi-
conductor electronics, plastics and the 
computer, most vaccines and all anti-
biotics. All of those things mattered 
greatly in human terms, as can be seen in 
a single statistic: child mortality in indus-

This vision argues that machines 
will become conscious and then perfect 
themselves, as described elsewhere in 
this issue. Yet for all its show of tough-
minded audacity, the argument is shot 
through with sloppy reasoning, wishful 
thinking, and irresponsibility. Infatuated 
with statistics and seduced by the power 
of extrapolation,  singularitarians abduct 
the moral imagination into a specula-
tive no-man’s-land. To be sure, they 
are hardly the first to spread fanciful 
technological prophecies, but among 
enthusiasts and doomsayers alike their 
 proposition enjoys an inexplicable pop-
ularity. Perhaps the real question is how 
they have gotten away with it.

 T
he trouble begins with the 
singularitarians’ assumption 
that technological advances 
have accelerated. I’d argue 
that I have seen less techno-

logical progress than my parents did, let 
alone my grandparents. Born in 1956, I can 
testify primarily to the development of the 
information age, fueled by the doubling of 
computing power every 18 to 24 months, 

trialized countries dropped by 80 percent 
in those years. 

So on what do intelligent people 
base the idea that technological prog-
ress is moving faster than ever before? 
It’s simple: a chart of productivity from 
the dawn of humanity to the present day. 
It shows a line that inclines very gradu-
ally until around 1750, when it suddenly 
shoots almost straight up. 

But that’s hardly surprising. Since 
around 1750 the world has witnessed 
the spread of an economic system, by 
the name of capitalism, that is predicated 
on economic growth. And how the econ-
omy has grown since then! But surely the 
creation of new markets and the increas-
ingly fine division of labor cannot be 
equated with technological progress, as 
every consumer knows.

Even if we were to accept, for the 
sake of argument, that technological 
innovation has truly accelerated, the 
line  leading to the singularity would 
still be nothing but the simple-minded 
 extrapolation of an existing pattern. 
Moore’s Law has been remarkably suc-
cessful at describing and predicting 
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1920 1930 1940 1950 1960 1970 1980 1990 2000

1930
• Cellophane tape

1931
•  Radio

astronomy

1935
• Ballpoint pen

1936
• Radar

1938
• Xerography

1939
• Jet engine

1942
•  Nuclear chain 

reaction

1945
• Atomic bomb
• Microwave oven

1946
• Computer theory
• Bikini swimsuit

1947
• Transistor

1948
• Velcro

1956
•  Videotape 

recorder

1957
• Sputnik launch
•  Live-virus 

polio vaccine

1958
• Integrated circuit
• Laser

1962
•  Light-emitting 

diode
• Quartz watch

1967
•  First heart 

transplant

1968 à
•  Computer 

mouse

1969
• ARPANET
•  Apollo 11 moon 

landing

1970
• Optical fiber

1971
•  Commercial

cellphone 
network

1972
•  Commercial video 

games and VCRs

1973
• Ethernet
• Internet
•  Magnetic-

 resonance 
 imaging

1974 Ü
• Post-It notes

1970s á
•  Personal 

computers

1979
•  Smallpox

eradicated

1982 á
•  Permanent 

artificial heart

1991 á
• World Wide Web

1998
• Google

2000 á
•  Mapping of the

human genome

2001
• Segway
• iPod

1920
• Quantum theory

1922
• Insulin 

1923 Ü
• Traffic light

1927
• Television

1928
• Penicillin

1931à
• Nylon

1939 à
• Helicopter

1928 á
• Sliced bread

Ö 1926
•  Liquid-fueled 

rocket

AUTHOR’S LIFETIME

1990 á
•  Hubble 

telescope
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the development of semiconductors, in 
part because it has molded that devel-
opment, ever since the semiconductor 
manufacturing industry adopted it as 
its road map and began spending vast 
sums on R&D to meet its requirements. 
Yet researchers and developers in the 
semiconductor industry have never 
denied that Moore’s Law will finally 
come up against physical limits—indeed, 
many fear that the day of reckoning is 
nigh—whereas singularitarians happily 
extrapolate the law indefi nitely into the 
future. And just as the semiconductor 
industry wonders nervously whether 
nanotechnology  really can give Moore’s 
Law another lease on life, singularitari-
ans accept that this will occur as a given 
and then appropriate the exponential 
growth curve of Moore’s Law not only 
to all the nano- and biotechnologies but 
to the cognitive sciences as well.

A typical example is the  therapeutic 
development of brain-machine inter-
faces. In 2002, people were able to trans-
mit 2 bits per minute to a computer. Four 
years later that fi gure had risen to 40 bits—
that is, five letters—per minute. If this 
rate of progress continues, the argument 
goes, then by 2020 brain communication 
with computers will be as fast as speech. 
This isn’t just the breathless cant of a 
true believer. The idea that an enhanced 
communication of thoughts will exceed 

speech can also be found in the 2002 
report “Converging Technologies for 
Improving Human Performance,” issued 
by the U.S. National Science Foundation 
and the Department of Commerce. It 
says that such methods “could comple-
ment verbal communication, sometimes 
replacing spoken language when speed 
is a priority or enhancing speech when 
needed to exploit maximum mental capa-
bilities.” Presumably, the singularity will 
be reached soon afterward, when trans-
mission rates exceed the speed of thought 
itself, allowing the computer to transmit 
our thoughts before we think them.

This fantastic vision works only by 
ignoring the critical limit, which is the 
great concentration you have to mus-
ter to send the bits. It is a procedure far 
more tedious than speech. To ease that 
requirement—to make a brain-machine 
interface into a true mind-machine 
 interface—we’d have to know a lot more 
than we do about the relation between 
specific thoughts and corresponding 
physical processes in the brain. 

The seductive power of  extrapolation 
has also been applied in ways less spectacu-
lar but no less foolish. The “lab on a chip” 
and other technologies for biochemical 
analysis have signifi cantly increased the 
number of measurements—blood lipids, 
for instance—that can be obtained from 
a single drop of blood. It’s a fi ne achieve-

54   INT   •   IEEE SPECTRUM   •   JUNE 2008 WWW.SPECTRUM.IEEE.ORG

M
IC

H
A

E
L 

C
A

LL
O

P
Y/

T
H

E
 S

K
O

LL
 F

O
U

N
D

AT
IO

N

Semiconductors and the Singularity   

A COMMON BELIEF in singularity circles 
is that Moore’s Law will not only continue 
indefinitely but will also apply to other 
areas of technology, including some yet 
to be invented. First expressed in 1965 
by Intel cofounder Gordon E. Moore, 
Moore’s Law describes the periodic 
doubling of the density of components on 
semiconductors. Sustained by enormous 
investments in R&D, the law still holds 
true, 43 years later, much to the surprise of 
Moore himself.

In his interesting book The Singularity 
Is Near, inventor and entrepreneur Ray 
Kurzweil accurately reviews the history 
of Moore’s Law and describes some of 
the near-term challenges. Kurzweil then 
declares his belief that the industry is on 
the verge of a new paradigm that again 
increases the exponential growth rate of 
computational power, this time through 
the introduction of three-dimensional 
 integrated circuits.

He may be right. That idea is very much 
in line with the views of industry leaders, 
who foresee not only stacked memories 

in the 2010-to-2013 time frame but also 
hybrid devices that incorporate logic, 
sensors, and microelectromechanical 
devices in the same 3-D package. An 
international research eff ort known as 
More Than Moore is now looking for ways 
to build extremely high-performance 
ICs for many diff erent applications by 
combining existing technologies on silicon 
or in the same package. Nanowires in 3-D 
chips will help keep Moore’s Law going 
by letting designers pack in transistors 
vertically as well as horizontally, in much 
the same way that skyscrapers in New 
York City pack in more people by housing 
them above and below one another. 

Kurzweil goes on to speculate that 
the advanced 3-D molecular- computing 
devices of the future will more likely be 
grown in a test tube than made in a silicon 
fab. I fi nd this forecast much less plausible. 
There is no such process that shows any 
promise of coming anywhere near silicon’s 
manufacturing capabilities and economies 
of scale. There are research eff orts that 
aim to build biological structures on silicon 

EXPERT VIEW: 
Jim 
Fruchterman 
WHO HE IS
Founder and CEO of the 
Benetech Initiative, in Palo 
Alto, Calif., one of the fi rst 
companies to focus on 
social entrepreneurship. 
Former rocket scientist 
and optical-character-
recognition pioneer. Winner 
of a 2006 MacArthur 
Fellowship, the so-called 
genius grant.

SINGULARITY 
WILL OCCUR
Within 70 years

MACHINE 
CONSCIOUSNESS 
WILL OCCUR  
Yes

MOORE’S LAW 
WILL CONTINUE FOR   
30 more years

THOUGHTS
“I believe the singularity 
theory is plausible in that 
there will be a major shift 
in the rate of technology 
change. I am less convinced 
by projections of what 
it will mean to humans 
and humanity, such as 
human downloading in our 
lifetimes.

“Two things that rarely 
come up are the bug and 
algorithm questions. 
Douglas Hofstadter has 
more or less proved that 
perfect programs are not 
practically possible. And 
algorithms don’t scale as 
nicely as processing power 
does: n log(n) is not our 
friend. A Linux system that 
needs rebooting  only every 
three years is a modern 
technological marvel. But 
do you want to reboot your 
brain regularly?” 
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ment, no doubt, but visionaries stretch 
the imagination when they assume that 
a second Moore’s Law is about to produce 
astounding success stories and a transfor-
mation of all medical diagnostics.

Yet that assumption, which extrap-
olates an extrapolation—Moore’s Law—
to another field, is precisely what lies 
behind the now commonly expressed 
fear that increasing diagnostic powers 
are creating ethical problems in medi-
cine. Physicians, we are told, will rou-
tinely inform patients of impending dis-
eases for which they can off er no cure. 

Yet in fact the path is very long from 
quicker blood analysis to instantaneous 
detection of the near certainty of a dread 
disease in a patient’s future. A lab on a 
chip may provide mountains of data, 
but without great advances in many 
other fields—notably systems  biology, 
 pathology, and physiology—no one 
will be able to do much with it. Doctors 
already have more physiological infor-
mation than they can profi tably use.

Both examples of mindless extrapo-
lation constitute wishful thinking. And 
in both cases, public debate is diverted 
from the real moral issues and quanda-
ries that technology  raises. 

Rather than dream about how tech-
nology  will soon eff ect an almost magical 
transformation of human life, societies 
need to debate the many real problems 
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connected with technological changes 
that are already under way. These prob-
lems belong to the here and now.

 W
hy, then, are so many 
people captivated by 
the simple story of 
exponential growth 
that culminates in a 

life-altering singularity? Part of the appeal 
lies in simplicity itself, part in technologi-
cal optimism—yet both of these tendencies 
are very old. What’s new, though, is the 
changing role of technical expertise. 

Plainly put, it is getting harder than 
ever to know whom to believe. Policy mak-
ers and members of the public have always 
had to put a degree of trust in experts. But 
now, when considering highly complex 
 phenomena—in cellular processes, in chips 
containing billions of transistors, or in pro-
grams numbering hundreds of thousands 
of lines of code—even the experts must take 
a great deal on trust. That is because they 
have no choice but to study such  phenomena 
using a cross-disciplinary approach.

These experts greet extraordinary 
claims made from within their own dis-
ciplines with skepticism and even indig-
nation. But they can fi nd it very hard to 
maintain such methodological vigilance 
in the hothouse atmosphere of a high-
stakes collaboration in which  researchers 
want desperately to believe that their 
own contributions can have wonderfully 
synergistic eff ects when combined with 
those of experts in other fi elds. And so, 
modest researchers recruit one another 
into immodest funding schemes. 

The electronics engineer and the phys-
iologist, the cognitive scientist and the 
physicist, the economist and the manu-
facturing specialist—all must take one 
another’s statements on trust. They must 
trust in the contributions from other dis-
ciplines, trust in the power of visions to 
motivate the cooperation, trust in tech-
niques and instruments that remain some-
what opaque to their users, trust in the 
 trajectories of technical development. 

Where trust has become a virtue 
even for scientists, there is little incen-
tive to challenge outrageous claims or to 
hold singularitarians accountable. They 
describe the progressive realization of 
technical possibility, after all, and their 
story has a pleasant ring to it. Indeed, 
there is nothing wrong with the singular 
simplicity of the singularitarian myth—
unless you have something against 
sloppy reasoning, wishful thinking, and 
an invitation to irresponsibility.  ❏
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By Bill Arnold, chief scientist, ASML

using photolithography to defi ne the lattice 
on which the structures would grow, like 
vines clinging to a lattice. But these are in a 
very primitive state today.

Self-replication of superintelligent 
machines is another pillar of the 
singularity hypothesis. That kind of 
reproduction would require the machines 
to be able to fabricate superadvanced 
chips because those chips would form the 
basis of the machines’ brains. It’s possible 
that a lithography scanner itself could 
be the prototype of a self-replicating 
intelligent robot. I should add here, though, 
that I have no idea whether truly human-
level artificial intelligence is possible, even 
if the device density and parallelism or 
the number of computations per second 
achieved by chips comes to rival those of 
the human brain.

Researchers will have to meet many, 
many challenges to keep lithography on the 
astounding curve it’s been on for the past 
four decades. I have no doubt that they will. 
Lithography will continue to be the core 
technology that drives our future.  ❏

EXPERT VIEW: 
Gordon Bell 
WHO HE IS
Principal researcher 
at  Microsoft Research, 
Silicon Valley. Led the 
development of or helped 
design a long list of 
time-share computers 
and minicomputers at 
Digital Equipment Corp., 
including the PDP-6 and 
the VAX. A founder of 
Encore Computer; Ardent 
Computer; the Computer 
Museum, in Boston; and the 
Computer History Museum, 
in Mountain View, Calif.

SINGULARITY 
WILL OCCUR
Someday in the 
distant future

MACHINE 
CONSCIOUSNESS 
WILL OCCUR 
No

MOORE’S LAW 
WILL CONTINUE FOR  
20 years

THOUGHTS
“Singularity is that point in 
time when computing is 
able to know all human and 
natural-systems knowledge 
and exceed it in  problem-
solving capability with 
the diminished need for 
 humankind as we know it. I 
basically support the  notion, 
but I have trouble seeing 
the specifi c transitions or 
break points that let the 
exponential take over and 
move to the next transition. 
[If it does,] there’ll be a 
hierarchy of machines 
versus having a separate 
race. [But] it is unlikely 
to happen, because the 
population will destroy 
itself before the technology 
singularity.”
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To reduce the splendid complexity 
of our world to a list of instructions, a 
mere recipe, would involve harnessing 
the most basic components of life. Start 
with Earth’s supply of atoms. Evolution, 
the laws of physics, and a big dose of 
chance have arranged those atoms into 
the objects and life-forms around us. If 
we could map the position and type of 
every atom in an object and also place 
atoms in specifi c positions, then in prin-
ciple we could reproduce with absolute 
fi delity any material thing from its con-
stituent parts. At a stroke, any material or 
 artifact—a Stradivarius or a steak—could 
be available in abundance. We could 
build replacement body parts with capa-
bilities that would hugely exceed their 
natural analogues. The economy, the 
environment, even what it means to be 
human, would be utterly transformed. 

This vision holds wide currency 
among those anticipating a singu-
larity, in which the creation of hyper-
intelligent, self-replicating machines 
triggers runaway technological advance-
ment and economic growth, transform-
ing human beings into cyborgs that are 
super human and maybe even immortal. 

 H
ow to usher humanity into an era 
of transhumanist bliss: first, end 
 scarcity. Second, eradicate death. 
Third, eliminate the bungled mech-
anisms that introduce imperfec-
tions into the human body. The 

vehicle for accomplishing all three? Molecular 
 nanotechnology —in essence, the reduction of all 
material things to the status of software.

BIOLOGICAL NANOBOTS COULD REPAIR AND 
IMPROVE THE HUMAN BODY, BUT THEY’LL BE 
MORE BIO THAN BOT   BY RICHARD A.L. JONES

Rupturing 
The Nanotech 
Rapture

P
H

IL
IP

P
E

 V
A

N
 N

E
D

E
R

V
E

LD
E

/E
-S

PA
C

ES
/C

G
4

T
V

T
H

E
 S

IN
G

U
L

A
R

IT
Y

 |
  

S
P

E
C

IA
L

 R
E

P
O

R
T

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

_____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P56E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


JUNE 2008   •   IEEE SPECTRUM   •   INT    57WWW.SPECTRUM.IEEE.ORG

Some of these futurists are convinced 
that this renaissance is just a few decades 
away. But in academia and industry, 
 nanotechnologists are working on a 
very diff erent set of technologies. Many 
of these projects will almost certainly 
prove to be useful, lucrative, or even 
transformative, but none of them are 
likely to bring about the  transhumanist 
rapture foreseen by  singularitarians. 
Not in the next century, anyway.

It’s not that the singularity vision is 
completely unrecognizable in today’s 
work. It’s just that the gulf between the 
two is a bit like the gap between traveling 
by horse and buggy  and by interplanetary 
transport. The birth of  nanotechnology  
is popularly taken to be 1989, when 
IBM Fellow Don Eigler used a scan-
ning tunneling microscope to create the 
 company’s logo out of xenon atoms. Since 
then a whole field has emerged, based 
mainly on custom-engineered molecules 
that have gone into such consumer items 
as wrinkle-free clothes, more-eff ective 
sunscreens, and sturdier sports rackets.

However, it is a very long way indeed 
from a top-notch tennis racket to smart 
nanoscale robots capable of swarming 
in our bodies like infi nitesimal guardian 
angels, recognizing and fi xing damaged 
cells or DNA, and detecting, chasing, and 
destroying harmful viruses and bacteria. 
But the transhumanists underestimate the 
magnitude of that leap. They look beyond 
the manipulation of an atom or molecule 
with a scanning tunneling microscope 
and see swarms of manipulators that are 
themselves nanoscale. Under software 
control, these “nanofactories” would be 
able to arrange atoms in any pattern con-
sistent with the laws of physics. 

Rather than simply copying existing 
materials, the transhumanists dream of 
integrating into those materials almost 
unlimited functionality: state-of-the-art 
sensing and information processing could 
be built into the very fabric of our existence, 
accompanied by motors with astounding 
power density. Singularitarians antici-
pate that Moore’s Law will run on indefi -
nitely, giving us the immense computing 
power in tiny packages needed to control 
these nanofactories. These minuscule 
robots, or nanobots, need not be confi ned 
to protecting our bodies, either: if they 
can fix and purify, why not extend and 
enhance? Neural nanobots could allow 
a direct interface between our biological 
wetware and powerful computers with 
vast databases. 

Maybe we could leave our bodies 

entirely. Only the need to preserve the 
contents of our memories and conscious-
ness, our mental identities, ties us to 
them. Perhaps those nanobots will even 
be able to swim through our brains to 
read and upload our thoughts and mem-
ories, indeed entire personalities, to a 
powerful computer. 

 T
his expansive view of molec-
ular  nanotechnology  owes as 
much to K. Eric Drexler as to 
anyone else. An MIT gradu-
ate and student of Marvin 

Minsky [see table, “Who’s Who in the 
Singularity,” in this issue], Drexler laid 
out his vision in the 1992 book Nanosystems 
(John Wiley & Sons). Those ideas have 
been picked up and expanded by other 
futurists over the past 16 years.

In his book, Drexler envisaged nano-
structures built from the strongest and 
stiffest materials available, using the 
rational design principles of mechani cal 
engineering. The fundamental building 
blocks of this paradigm are tiny, rigid 
cogs and gears, analogous to the plas-
tic pieces of a Lego set. The gears would 
distribute power from nanoscale electric 
motors and be small enough to assist in 
the task of attaching molecules to one 
another. They would also process infor-
mation. Drexler drew inspiration from 
a previous generation of computing 
devices, which used levers and gears 
rather than transistors, for his vision of 
ultrasmall mechanical computers. 

Assuming that an object’s structure 
could easily be reduced to its molecular 
blueprint, the fi rst order of business is 
fi guring out how to translate macroscale 
manufacturing methods into nanoscale 
manipulations. For example, let’s say 
you wanted a new pancreas. Your fi rst 
major challenge stems from the fact 
that a single human cell is composed of 
about 1014 atoms, and the pancreas you 
want has at least 80 billion cells, proba-
bly more. We could use a scanning tun-
neling microscope to position individual 
atoms with some precision, but to make 
a macroscopic object with it would take 
a very long time. 

The theoretical solution, initially, was 
an idea known as exponential manu-
facturing. In its simplest form, this refers 
to a hypothetical nanoscale “assembler” 
that could construct objects on its own 
scale. For instance, it could make another 
assembler, and each assembler could go 
on to make more assemblers, resulting in 
a suite of assemblers that would combine 

forces to make a macroscopic object.
Setting aside the enormous challenges 

of creating and coordinating these nano-
assemblers, some theorists have worried 
about a doomsday scenario known as the 

“gray goo” problem. Runaway replicators 
could voraciously consume resources to 
produce ever more stuff , a futuristic take 
on the old story of the sorcerer’s appren-
tice. Not to worry, say Drexler and col-
leagues. In the latest vision of the nano-
factory, the reproducing replicators give 
way to Henry Ford–style mass production, 
with endlessly repeated elementary oper-
ations on countless tiny production lines.

It’s a seductive idea, seemingly vali-
dated by the workings of the cells of 
our own bodies. We’re full of sophis-
ticated nanoassemblers: delve into the 
inner workings of a typical cell and 
you’ll find molecular motors that con-
vert chemical energy into mechanical 
energy  and membranes with active ion 
channels that sort molecules—two key 
tasks needed for basic nanoscale assem-
bly. ATP  synthase, for example, is an 
intricate cluster of proteins constitut-
ing a mechanism that makes adenosine 
 triphosphate, the molecule that fuels the 
contraction of muscle cells and count-
less other cellular processes. Cell biol-
ogy also exhibits software-controlled 

manufacturing, in the form of pro-
tein synthesis. The process starts with 
the ribosome, a remarkable molecular 
machine that can read information from 
a strand of messenger RNA and con-
vert the code into a sequence of amino 
acids. The amino-acid sequence in turn 
defi nes the three-dimensional structure 
of a protein and its function. The ribo-
some fulfi ls the functions expected of an 
artifi cial  assembler—proof that complex 
 nanoassembly is possible. 

If biology  can produce a sophisticated 
nanotechnology  based on soft materials 
like proteins and lipids,  singularitarian 

ATOMIC ARCHITECTURE: By working with 
xenon and nickel at very low temperatures, 
an IBM scientist was the fi rst to use a 
tiny needle to position individual atoms 
on a surface.  PHOTO: IBM CORP.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next PageSPECTRUM B
A

M SaGEF

_____________

http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=P57E1
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.qmags.com&id=13504&adid=logo
http://www.qmags.com/clickthrough.asp?url=www.spectrum.ieee.org&id=13504&adid=logo


thinking goes, then how much more 
powerful our synthetic nanotechnology  
would be if we could use strong, stiff 
materials, like diamond. And if biol-
ogy can produce working motors and 
assemblers using just the random selec-
tions of Darwinian evolution, how much 
more powerful the devices could be if 
they were rationally designed using all 
the insights we’ve learned from macro-
scopic engineering.

But that reasoning fails to take into 
account the physical environment in 
which cell biology takes place, which 
has nothing in common with the macro-
scopic world of bridges, engines, and 
transmissions. In the domain of the cell, 
water behaves like thick molasses, not 
the free-fl owing liquid that we are famil-
iar with. This is a world dominated by 
the fluctua tions of constant Brownian 
motion, in which components are cease-
lessly bombarded by fast-moving water 
molecules and fl ex and stretch randomly. 
The van der Waals force, which attracts 
molecules to one another, dominates, 
causing things in close proximity to stick 
together. Clingiest of all are protein mol-
ecules, whose sticki ness underlies a num-
ber of undesirable phenomena, such as 
the rejection of medi cal implants. What’s 
to protect a nanobot assailed by particles 
glomming onto its surface and clogging 
up its gears?

The watery nanoscale environment 
of cell biology seems so hostile to engi-
neering that the fact that biology  works 
at all is almost hard to believe. But biol-
ogy does work—and very well at that. 
The lack of rigidity, excessive stickiness, 
and constant random motion may seem 
like huge obstacles to be worked around, 
but biology is aided by its own design 
principles, which have evolved over bil-
lions of years to exploit those character-
istics. That brutal combination of strong 
surface forces and random Brownian 
motion in fact propels the self-assembly 
of sophisticated structures, such as the 
sculpting of intricately folded protein 
molecules. The cellular environment 
that at fi rst seems annoying—fi lled with 
squishy objects and the chaotic banging 
around of particles—is essential in the 
operation of molecular motors, where a 
change in a protein molecule’s shape pro-
vides the power stroke to convert chemi-
cal energy  to mechanical energy . 

In the end, rather than ratifying the 
“hard” nanomachine paradigm, cellular 
biology  casts doubt on it. But even if that 
mechanical-engineering approach were 

to work in the body, there are several 
issues that, in my view, have been seri-
ously underestimated by its proponents. 

First, those building blocks—the cogs 
and gears made famous in countless 
simulations supporting the case for the 
 singularity—have some questionable 
chemical properties. They are essentially 
molecular clusters with odd and special 
shapes, but it’s far from clear that they 
represent stable arrangements of atoms 
that won’t rearrange themselves spon-
taneously. These crystal lattices were 
designed using molecular modeling 
software, which works on the principle 
that if valences are satisfi ed and bonds 
aren’t too distorted from their normal 
values, then the structures formed will 
be chemically stable. But this is a prob-
lematic assumption. 

A regular crystal lattice is a 3-D 
arrangement of atoms or molecules with 
well-defi ned angles between the bonds 
that hold them together. To build a crys-
tal lattice in a nonnatural shape—say, 
with a curved surface rather than with 
the fl at faces characteristic of crystals—
the natural distances and angles between 
atoms need to be distorted, severely 
straining those bonds. Modeling soft-
ware might tell you that the bonds will 
hold. However, life has a way of con-
founding computer models. For  example, 
if you try to make very small, spherical 
diamond crystals, a layer or two of car-
bon atoms at the surface will spontane-
ously  rearrange themselves into a new 
form—not of diamond, but of graphite. 

A second problem has to do with the 
power of surface forces and the high sur-
face area anticipated for these nanobots. 
Researchers attempting to shrink exist-
ing  microelectromechanical systems 
to the nanoscale have already discov-
ered that the combination of friction and 
persistent sticking can be devastating. 
Nanobots are expected to operate at very 
high power densities, so even rather low 
values of friction may vaporize or burn up 
the minuscule machines. At the very least, 
this friction and sticking will play havoc 
with the machines’ chemical stability. 

Then there’s the prospect of irreversi-
ble damage if reactive substances—such 
as water or oxygen—get caught up in a 
nanobot’s exposed surfaces, upsetting 
the careful chemistry of each. To avoid 
those molecules, nanodevices will have 
to be fabricated in a fully controlled envi-
ronment. No one yet knows how a medi-
cal nanobot would be protected once it is 
released into the warm, crowded turbu-
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HAVING ABANDONED the strict mechani-
cal approach to nanotechnology, what 
sorts of nanobots might we see instead? 

IN DRUG DELIVERY  Resembling 
viruses or bacteria more than shrunken 
submarines, self-assembling molecu-
lar bags called liposomes and polymer-
somes have been used in the clinic to 
wrap up drug molecules, such as anti-
cancer compounds, for safe delivery 
to their targets and to introduce new 
genetic material into cells. 

IN MEDICAL DIAGNOSTICS Crude 
prototypes exist of a  nanolaboratory 
that could one day be able to read the 
state of a person’s health by analyzing a 
single drop of blood for an array of dis-
ease markers. 

I N  O P T I C S  N a n o t e c h n o l o g y 
researchers have sculpted intricate 
combinations of metals and plastics 
that cause light to bend in exotic ways. 
The aim is to make light bend backward, 
which could lead to invisibility cloaks 
and flawless lenses.

IN COMPUTING Engineers recently 
demonstrated a molecular machine that 
can do parallel processing. The nano-
device is composed of 17 molecules of 
a chemical called duroquinone. A scan-
ning tunneling microscope probes a cen-
tral molecule to change its state, which 
in turn shifts the other 16 molecules by 
manipulating the hydrogen bonds that 
connect them.   —R.A.L.J.

The Real Nanobot

Liposomes 
carry drugs 

to cells.
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lence of the body, perhaps the most hetero-
geneous environment imaginable. 

Finally, there’s the question of how an 
intricate arrangement of cogs and gears 
that depends on precision and rigidity 
to work will respond to thermal noise 
and Brownian bombardment at room 
temperature. The turbulence that nano-
bots will be subjected to will far exceed 
that inflicted on macroscopically engi-
neered structures, and even the most 
rigid materials, like diamond, will bend 
and wobble in response. It would be like 
making a clock and its gears out of rub-
ber, then watching it tumble around in 
a clothes dryer and wondering why it 
doesn’t keep time. The bottom line is 
that we have no idea whether complex 
and rigid mechanical systems—even 
ones made from  diamond—can survive 
in the nanoworld. 

Put all these complications together 
and what they suggest, to me, is that 
the range of environments in which 
rigid nanomachines could operate, if 
they operate at all, would be quite lim-
ited. If, for example, such devices can 
function only at low temperatures and 
in a  vacuum, their impact and economic 
importance would be virtually nil. 

 I
n 15 years of intense nanotechnol-
ogy  research, we have not even come 
close to experiencing the exponen-
tially accelerating technological 
 progress toward the goals set out by 

singularitarians. Impressive advances 
are  emerging from the labs of real-world 
nano technologists, but these have lit-
tle to do with the Drexlerian vision, 
which seems to be accumulating obsta-
cles faster than it can overcome them. 
Given these facts, I can’t take seriously 
the predictions that life-altering molecu-
lar nano technology will arrive within 
15 or 20 years and hasten the arrival of a 
technological singularity before 2050.

Rather than try to defy or resist 
nature, I say we need to work with it. 
DNA itself can be used as a construction 
material. We can exploit its astounding 
properties of self-assembly to make pro-
grammed structures to execute new and 
benefi cial functions [see sidebar, “The 
Real Nanobot”]. Chemists have already 
made nanoscale molecular shuttles and 
motors inspired directly by biology , with 
exciting applications in drug delivery 
and tissue engineering. 

We will reap major medical advances 
by radically reengineering existing 
microorganisms, especially in nano-

devices that perform integrated diag-
nosis and treatment of some disorders. 
But the timescales to reach the clinic are 
going to be long, and the goal of cell-by-
cell repair is far, far beyond our incom-
plete grasp of biological complexity. 

Much the same can be said about 
the singularitarian computers that are 
needed to generate a complete reading 
of a mental state and brain implants that 
seamlessly integrate our thought pro-
cesses with a computer network. True, 
brain-interface systems have already 
been built. A state-of-the-art system can 
read about 128 neurons. So: 128 down, 
20 billion or so to go. 

Nonetheless, I’m an optimist. I think 
that in the near future we’ll successfully 
apply nanotechnology  to the most press-
ing social challenges, such as energy 
and the environment. For example, 
new polymer- and nanoparticle-based 
 photovoltaics may soon lead to dramatic 
improvements in the price and produc-
tion of solar cells. 

What, then, of software-controlled 
matter? Complete control will remain 
an unattainable goal for generations 
to come. But some combination of self-
assembly and directed assembly could 
very well lead to precisely built nano-
structures that would manipulate the 
way light, matter, and electrons  interact—
an application of nano technology  that’s 
already leading to exciting new discov-
eries. We’ve barely scratched the sur-
face of what we’ll eventually be able 
to do with these custom-built nano-
structures. It is altogether possible that 
we will fi nally harness the  unfamiliar 
quantum effects of the nanoscale to 
implement true quantum computing 
and information processing. Here, I 
suspect, is the true killer application for 
the idea of software-controlled matter: 
devices that integrate electronics and 
optics, fully exploiting their quantum 
character in truly novel ways—a far cry 
from the minuscule diamond engines 
foreseen by the trans humanists.

We shouldn’t abandon all of the more 
radical goals of nanotechnology , because 
they may instead be achieved ultimately 
by routes quite diff erent from (and longer 
than) those foreseen by the proponents 
of molecular nanotechnology . Perhaps 
we should thank Drexler for alerting 
us to the general possibilities of nano-
technology , while recognizing that the 
trajectories of new technologies rarely 
run smoothly along the paths foreseen 
by their pioneers.  ❏
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EXPERT VIEW: 
Gordon E. 
Moore
WHO HE IS
Cofounder and chairman 
emeritus of Intel Corp., 
cofounder of Fairchild 
Semiconductor, winner 
of the 2008 IEEE Medal 
of Honor, chairman of the 
board of the Gordon and 
Betty Moore Foundation. 
Made the prediction 
about the increasing 
number of components 
on a semiconductor chip 
that came to be known as 
Moore’s Law.

SINGULARITY 
WILL OCCUR
Never

THOUGHTS
“I am a skeptic. I don’t 
believe this kind of thing 
is likely to happen, at 
least for a long time. And I 
don’t know why I feel that 
way. The development of 
humans, what evolution 
has come up with, involves 
a lot more than just the 
intellectual capability. 
You can manipulate your 
fi ngers and other parts 
of your body. I don’t see 
how machines are going 
to overcome that overall 
gap, to reach that level 
of complexity, even if 
we get them so they’re 
intellectually more capable 
than humans.”
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“Although I do fi rmly 
believe that the 
brain is a machine, 
whether this 
machine is a computer 
is another question”

—Rodney Brooks
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 I 
am a machine. So are you. ¶ Of all the hypotheses 
I’ve held during my 30-year career, this one in particu-
lar has been central to my research in robotics and 
artifi cial intelligence. I, you, our family, friends, and 
dogs—we all are machines. We are really sophisti-
cated machines made up of billions and billions of bio-

molecules that interact according to well-defi ned, though 
not completely known, rules deriving from physics and 
chemistry. The biomolecular interactions taking place 
inside our heads give rise to our intellect, our feelings, 
our sense of self. ¶ Accepting this hypothesis opens up a 
remarkable possibility. If we really are machines and if—
this is a big if—we learn the rules governing our brains, 
then in principle there’s no reason why we shouldn’t 
be able to replicate those rules in, say, silicon and steel. 
I believe our creation would exhibit genuine human-level 
intelligence, emotions, and even consciousness. 

A POWERFUL ARTIFICIAL INTELLIGENCE WON’T SPRING 
FROM A SUDDEN TECHNOLOGICAL “BIG BANG”—
IT’S ALREADY EVOLVING SYMBIOTICALLY WITH US   
BY RODNEY BROOKS

I, Rodney Brooks, 
Am a Robot
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I’m far from alone in my 
conviction that one day we will 
 create a human-level artificial 
intelligence, often called an 
artifi cial general intelligence, or 
AGI. But how and when we will 
get there, and what will happen 
after we do, are now the subjects 
of fierce debate in my circles. 
Some researchers believe that 
AGIs will undergo a positive-
feedback self-enhancement until their 
comprehension of the universe far sur-
passes our own. Our world, those indi-
viduals say, will change in unfathomable 
ways after such superhuman intelligence 
comes into existence, an event they refer 
to as the singularity.

Perhaps the best known of the peo-
ple proselytizing for this singularity—
let’s call them singularitarians—are aco-
lytes of Raymond Kurzweil, author of 
The Singularity Is Near: When Humans 
Transcend Biology (Viking, 2005) and 
board member of the Singularity Institute 
for Artificial Intelligence, in Palo Alto, 
Calif. Kurzweil and his colleagues believe 
that this super AGI will be created either 
through ever-faster advances in artifi cial 
intelligence or by more biological means—

“direct brain-computer interfaces, biologi-

cal augmentation of the brain, genetic 
engineering, [and] ultrahigh-resolution 
scans of the brain followed by computer 
emulation” are some of their ideas. They 
don’t believe this is centuries away; they 
think it will happen sometime in the next 
two or three decades.

What will the world look like then? 
Some singularitarians believe our world 
will become a kind of techno-utopia, with 
humans downloading their conscious-
nesses into machines to live a disembodied, 
after-death life. Others, however, antici-
pate a kind of technodamnation in which 
intelligent machines will be in conflict 
with humans, maybe waging war against 
us. The proponents of the singularity are 
technologically astute and as a rule do not 
appeal to technologies that would violate 
the laws of  physics. They well understand 

the rates of progress in various tech-
nologies and how and why those rates 
of progress are changing. Their argu-
ments are plausible, but plausibility is 
by no means certainty.

My own view is that things will 
unfold very differently. I do not 
claim that any specific assumption 
or extrapolation of theirs is faulty. 
Rather, I argue that an artifi cial intel-
ligence could evolve in a much diff er-

ent way. In particular, I don’t think there 
is going to be one single sudden techno-
logical “big bang” that springs an AGI into 

“life.” Starting with the mildly intelligent 
systems we have today, machines will 
become gradually more intelligent, genera-
tion by generation. The  singularity will be 
a period, not an event.

This period will encompass a time 
when we will invent, perfect, and deploy, 
in fi ts and starts, ever more capable sys-
tems, driven not by the imperative of the 
singularity itself but by the usual eco-
nomic and sociological forces. Eventually, 
we will create truly artificial intelli-
gences, with cognition and conscious-
ness recognizably similar to our own. I 
have no idea how, exactly, this creation 
will come about. I also don’t know when 
it will happen, although I strongly sus-
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SOCIABLE MACHINES: Founded by Rodney 
Brooks, MIT’s Humanoid Robotics Group 
develops robots capable of interacting and 
cooperating with people. Aaron Edsinger built 
Domo [left] to explore dexterous manipulation 
and visual perception. Mertz [right], created 
by Lijin Aryananda, is a robotic head able to 
learn from its environment. Cynthia Breazeal 
designed Kismet [below] to study human-
robot social interactions.
PHOTOS, FROM LEFT: AARON EDSINGER; PETER MENZEL/
PHOTO RESEARCHERS; LIJIN ARYANANDA 
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pect it won’t happen before 2030, the 
year that some singularitarians predict. 

But I expect the AGIs of the future—
embodied, for example, as robots 
that will roam our homes and work-
places—to emerge gradually and sym-
biotically with our society. At the same 
time, we humans will transform our-
selves. We will incorporate a wide range 
of advanced sensory devices and pros-
thetics to enhance our bodies. As our 
machines become more like us, we will 
become more like them.

And I’m an optimist. I believe we will 
all get along. 

 L
ike many AI researchers, I’ve 
always dreamed of building 
the ultimate intelligence. As a 
longtime fan of Star Trek, I have 
wanted to build Commander 

Data, a fully autonomous robot that we 
could work with as equals. Over the 
past 50 years, the fi eld of artifi cial intel-
ligence has made tremendous prog-
ress. Today you can fi nd AI-based capa-
bilities in things as varied as Internet 
search engines, voice-recognition soft-
ware, adaptive fuel-injection modules, 
and stock-trading applications. But you 
can’t engage in an interesting heart-to-
power-source talk with any of them.

We have many very hard problems to 
solve before we can build anything that 
might qualify as an AGI. Many problems 
have become easier as computer power 
has reliably increased on its exponential 
and seemingly inexorable merry way. 
But we also need fundamental break-
throughs, which don’t follow a schedule. 

To appreciate the challenges ahead 
of us, first consider four basic capabili-
ties that any true AGI would have to pos-
sess. I believe such capabilities are funda-
mental to our future work toward an AGI 
because they might have been the founda-
tion for the emergence, through an evolu-
tionary process, of higher levels of intelli-
gence in human beings. I’ll describe them 
in terms of what children can do.

 The object-recognition capabili-
ties of a 2-year-old child. A 2-year-old 
can observe a variety of objects of some 
type—different kinds of shoes, say—
and successfully categorize them as 
shoes, even if he or she has never seen 
soccer cleats or suede oxfords. Today’s 
best computer vision systems still make 
mistakes—both false positives and false 
negatives—that no child makes.

 The language capabilities of a 
4-year-old child. By age 4, children can 

engage in a dialogue using complete 
clauses and can handle irregularities, 
idiomatic expressions, a vast array of 
accents, noisy environments, incom-
plete utterances, and interjections, and 
they can even correct nonnative speak-
ers, inferring what was really meant in 
an ungrammatical utterance and refor-
matting it. Most of these capabilities are 
still hard or impossible for computers. 

 The manual dexterity of a 6-year-old 
child. At 6 years old, children can grasp 
objects they have not seen before; manip-
ulate fl exible objects in tasks like tying 
shoelaces; pick up fl at, thin objects like 
playing cards or pieces of paper from 
a tabletop; and manipulate unknown 
objects in their pockets or in a bag into 
which they can’t see. Today’s robots can 
at most do any one of these things for 
some very particular object. 

 The social understanding of an 
8-year-old child. By the age of 8, a child 
can understand the diff erence between 
what he or she knows about a situation 
and what another person could have 
observed and therefore could know. The 
child has what is called a “theory of the 
mind” of the other person. For exam-
ple, suppose a child sees her mother 
placing a chocolate bar inside a drawer. 
The mother walks away, and the child’s 
brother comes and takes the chocolate. 
The child knows that in her mother’s 
mind the chocolate is still in the drawer. 
This ability requires a level of perception 
across many domains that no AI system 
has at the moment. 

But even if we solve these four prob-
lems using computers, I can’t help won-
dering: What if there are some essential 
aspects of intelligence that we still do not 
understand and that do not lend them-
selves to computation? To a large extent 
we have all become computational  bigots, 
believers that any problem can be solved 
with enough computing power. Although 
I do firmly believe that the brain is a 
machine, whether this machine is a com-
puter is another question. 

I recall that in centuries past the brain 
was considered a hydro dynamic machine. 
René Descartes could not believe that 
fl owing liquids could produce thought, 
so he came up with a mind-body dual-
ism, insisting that mental  phenomena 
were nonphysical. When I was a child, 
the prevailing view was that the brain 
was a kind of telephone- switching net-
work. When I was a teenager, it became 
an electronic computer, and later, a mas-
sively parallel digital computer. A few 

years ago someone asked me at a talk I 
was giving, “Isn’t the brain just like the 
World Wide Web?”

We use these metaphors as the basis 
for our philosophical thinking and even 
let them pervade our understanding of 
what the brain truly does. None of our 
past metaphors for the brain has stood 
the test of time, and there is no reason 
to expect that the equivalence of current 
digital computing and the brain will 
 survive. What we might need is a new 
conceptual framework: new ways of 
sorting out and piecing together the bits 
of knowledge we have about the brain.

Creating a machine capable of eff ec-
tively performing the four capabilities 
above may take 10 years, or it may take 
100. I really don’t know. In 1966, some 
AI pioneers at MIT thought it would 
take three months—basically an under-
graduate student working during the 
summer—to completely solve the prob-
lem of object recognition. The student 
failed. So did I in my Ph.D. project 
15 years later. Maybe the fi eld of AI will 
need several Einsteins to bring us closer 
to ultra intelligent machines. If you are 
one, get to work on your doctorate now.

 I
grew up in a town in South Australia 
without much technology . In the late 
1960s, as a teenager, I saw 2001: A Space 
Odyssey, and it was a revelation. Like 
millions of others, I was enthralled by 

the soft-spoken computer villain HAL 
9000 and wondered if we could one 
day get to that level of artificial intelli-
gence. Today I believe the answer is yes. 
Nevertheless, in hindsight, I believe that 
HAL was missing a fundamental compo-
nent: a body.

My early work on robotic insects 
showed me the importance of coupling 
AI systems to bodies. I spent a lot of time 
observing how those creatures crawled 
their way through complex obstacle 
courses, their gaits emerging from the 
interaction of their simple leg-control 
programs and the environment itself. 
After a decade building such insectoids, 
I decided to skip robotic lizards and 
cats and monkeys and jump straight to 
humanoids, to see what I could do there.

My students and I have learned a 
lot simply by putting people in front of 
a robot and asking them to talk to the 
machine. One of the most surprising 
things we’ve observed is that if a robot 
has a humanlike body, people will inter-
act with it in a humanlike way. That’s one 
of the reasons I came to believe that to 
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build an AGI—and its predecessors—we’ll 
need to give them a physical constitution.

At this point, I can guess what you’re 
wondering. What will AGIs look like and 
when will they be here? What will it be like 
to interact with them? Will they be socia-
ble, fun to be around?

I believe robots will have myriad 
sizes and shapes. Many will continue to 
be simply boxes on wheels. But I don’t 
see why, by the middle of this century, 
we shouldn’t have humanoid robots with 
agile legs and dexterous arms and hands. 
You won’t have to read a manual or enter 
commands in C++ to operate them. You 
will just speak to them, tell them what to 
do. They will wander around our homes, 
offi  ces, and factories, performing certain 
tasks as if they were people. Our envi-
ronments were designed and built for 
our bodies, so it will be natural to have 
these human-shaped robots around to 

perform chores like taking out the gar-
bage, cleaning the bathtub, and carry-
ing groceries.

Will they have complex emotions, per-
sonalities, desires, and dreams? Some 
will, some won’t. Emotions wouldn’t be 
much of an asset for a bathtub-cleaning 
robot. But if the robot is reminding me 
to take my meds or helping me put the 
 groceries away, I will want a little more 
personal inter action, with the sort of feed-
back that lets me know not just whether 
it’s understanding me but how it’s under-
standing me. So I believe the AGIs of the 
future will not only be able to act intelli-
gently but also convey emotions, inten-
tions, and free will.

So now the big question is: Will those 
emotions be real or just a very sophisti-
cated simulation? Will they be the same 
kind of stuff  as our own emotions? All I 
can give you is my hypothesis: the robot’s 

emotional behavior can be seen as the 
real thing. We are made of biomolecules; 
the robots will be made of something 
else. Ultimately, the emotions created in 
each medium will be indistinguishable. 
In fact, one of my dreams is to develop a 
robot that people feel bad about switch-
ing off , as if they were extinguishing a life. 
As I wrote in my book Flesh and Machines 
(Pantheon, 2002), “We had better be care-
ful just what we build, because we might 
end up liking them, and then we will be 
morally responsible for their well-being. 
Sort of like children.”

 M
any of the advocates of 
the singularity appear to 
the more sober  observers 
of technology to have a 
 messianic fervor about 

their predictions, an unshakable faith 
in the certainty of their predicted future. 

ANDROIDS ARISING: Clockwise 
from bottom left: Honda’s Asimo 
can dance and climb stairs and 
has even conducted an orchestra; 
the Actroid female humanoid 
was developed by the Japanese 
fi rm Kokoro and Osaka University; 
Chinese roboticist Zou Ren Ti, 
of the Xi’an Chaoren Sculpture 
Research Institute, sits next to his 
android twin [right]; Anybots, in 
Mountain View, Calif., is developing 
tele-operated mechanical 
servants; Toyota’s Partner robots 
include little droids that play the 

trumpet and the violin; Osaka 
University researchers built the CB2 
robot to mimic the appearance 
and behavior of a toddler. 
PHOTOS, CLOCKWISE FROM BOTTOM LEFT: HONDA; 
YVES GELLIE/CORBIS; INDIANA UNIVERSITY; ANYBOTS; 
TOYOTA; ANDRONIKI CHRISTODOULOU/WPN
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To an outsider, a lot of their convictions 
seem to have many commonalities with 
religious beliefs. Many  singularitarians 
believe people will conquer death by 
downloading their consciousnesses 
into machines before their bodies give 
out. They expect this option will become 
available, conveniently enough, within 
their own lifetimes.

But for the sake of argument, let’s 
accept all the wildest hopes of the singu-
laritarians and accept that we will some-
how construct an AGI in the next three or 
four decades. My view is that we will not 
live in the techno -utopia future that is so 
fervently hoped for. There are many pos-
sible alternative futures that fi t within the 
themes of the singularity but are very dif-
ferent in their outcomes.

One scenario often considered by 
singularitarians, and Hollywood, too, 
is that an AGI might emerge spontane-
ously on a large computer network. But 
perhaps such an AGI won’t have quite 
the relationship with humans that the 
singularitarians expect. The AGI may 
not know about us, and we may not 
know about it. 

In fact, maybe some kind of AGI 
already exists on the Google servers, 
probably the single biggest network of 
computers on our planet, and we aren’t 
aware of it. So at the 2007 Singularity 
Summit, I asked Peter Norvig, Google’s 
chief scientist, if the company had noticed 
any unexpected emergent properties in 
its network—not full-blown intelligence, 
but any unexpected emergent property. 
He replied that they had not seen any-
thing like that. I suspect we are a long, 
long way from consciousness unexpect-
edly showing up in the Google network. 
(Unless it is already there and cleverly 
concealing its tracks!)

Here’s another scenario: the AGI 
might know about us and we know 
about it, but it might not care about us at 
all. Think of chipmunks. You see them 
wandering around your garden as you 
look out the window at breakfast, but 
you certainly do not know them as indi-
viduals and probably do not give much 
thought to which ones survive the win-
ter. To an AGI, we may be nothing more 
than chipmunks.

From there it’s only a short step to the 
question I’m asked over and over again: 
Will machines become smarter than us 
and decide to take over?

I don’t think so. To begin with, there 
will be no “us” for them to take over from. 
We, human beings, are already starting 

to change ourselves from purely biologi-
cal entities into mixtures of biology  and 
technology . My prediction is that we are 
more likely to see a merger of ourselves 
and our robots before we see a stand-
alone superhuman intelligence.

Our merger with machines is already 
happening. We replace hips and other 
parts of our bodies with titanium and 
steel parts. More than 50 000 people have 
tiny computers surgically implanted in 
their heads with direct neural connec-
tions to their cochleas to enable them to 
hear. In the testing stage, there are retina 
microchips to restore vision and motor 
implants to give quadriplegics the abil-
ity to control computers with thought. 
Robotic prosthetic legs, arms, and hands 
are becoming more sophisticated. I don’t 
think I’ll live long enough to get a wire-
less Internet brain implant, but my kids 
or their kids might.

And then there are other things still 
further out, such as drugs and genetic 
and neural therapies to enhance our 
senses and strength. While we become 
more robotic, our robots will become 
more biological, with parts made of arti-
ficial and yet organic materials. In the 
future, we might share some parts with 
our robots. 

We need not fear our machines 
because we, as human-machines, will 
always be a step ahead of them, the 
machine-machines, because we will 
adopt the new technologies used to build 
those machines right into our own heads 
and bodies. We’re going to build our 
robots incrementally, one after the other, 
and we’re going to decide the things 
we like having in our robots—humility, 
empathy, and patience—and things we 
don’t, like megalomania, unrestrained 
ambition, and arrogance. By being care-
ful about what we instill in our machines, 
we simply won’t create the specifi c con-
ditions necessary for a runaway, self-
 perpetuating artifi cial- intelligence explo-
sion that runs beyond our control and 
leaves us in the dust.

When we look back at what we are 
calling the singularity, we will see it not 
as a singular event but as an extended 
transformation. The singularity will be 
a period in which a collection of technolo-
gies will emerge, mature, and enter our 
environments and bodies. There will be 
a brave new world of augmented people, 
which will help us prepare for a brave new 
world of AGIs. We will still have our emo-
tions, intelligence, and consciousness.

And the machines will have them too.  ❏
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Esther Dyson 
WHO SHE IS: 
Commentator and 
evangelist for emerging 
technologies, investor 
and board member for 
start-ups; currently 
focused on health care, 
genetics, private aviation, 
and commercial space. 
Ran PC Forum conference 
until 2007; currently hosts 
the annual Flight School 
conference.

THOUGHTS
“The singularity I’m 
interested in will come 
from biology rather than 
machines. We won’t be 
building things; we’ll be 
growing and cultivating 
them, and then they will 
grow on their own.”
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SIGNS OF THE 
SINGULARITY
I think it’s likely that with technology we 
can in the fairly near future create or become 
creatures of more than human intelligence. 
Such a technological singularity would revolutionize our 
world, ushering in a posthuman epoch. If it were to happen 
a million years from now, no big deal. So what do I mean 
by “fairly near” future? In my 1993 essay, “The Coming 
Technological Singularity,” I said I’d be surprised if the 
singularity had not happened by 2030. I’ll stand by that 
claim, assuming we avoid the showstopping catastrophes—
things like nuclear war, superplagues, climate crash—that 
we properly spend our anxiety upon.

HINTS OF THE SINGULARITY’S APPROACH 
CAN BE FOUND IN THE ARGUMENTS OF ITS CRITICS   
BY VERNOR VINGE
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In that event, I expect the  singularity 
will come as some combination of 
the following: 

  The AI Scenario: We create super-
human artificial intelligence (AI) in 
 computers.

  The IA Scenario: We enhance 
human intelligence through human-to-
computer interfaces—that is, we achieve 
intelligence amplifi cation (IA).

  The Biomedical Scenario: We 
directly increase our intelligence by 
improving the neurological operation of 
our brains.

  The Internet Scenario: Humanity, 
its networks, computers, and databases 
become sufficiently effective to be con-
sidered a superhuman being.

  The Digital Gaia Scenario: The 
network of embedded microprocessors 
becomes suffi  ciently eff ective to be con-
sidered a superhuman being.

The essays in this issue of IEEE 
Spectrum use similar definitions for 
the technological singularity but var-
iously rate the notion from likely to 
totally bogus. I’m going to respond to 
arguments made in these essays and 
also mine them for signs of the oncom-
ing singularity that we might track in 
the future.

Philosopher Alfred Nordmann criti-
cizes the extrapolations used to argue for 
the singularity. Using trends for outright 
forecasting is asking for embarrassment. 
And yet there are a couple of trends that 
at least raise the possibility of the tech-
nological singularity. The fi rst is a very 
long-term trend, namely Life’s tendency, 
across aeons, toward greater complex-
ity. Some people see this as unstoppa-
ble progress toward betterment. Alas, 
one of the great insights of 20th-century 
natural science is that Nature can be the 
harshest of masters. What we call prog-
ress can fail. Still, in the absence of a truly 
terminal event (say, a nearby gamma-ray 
burst or another collision such as made 
the moon), the trend has muddled along 
in the direction we call forward. From 
the beginning, Life has had the ability to 
adapt for survival via natural selection 
of heritable traits. That computational 
scheme brought Life a long way, result-
ing in creatures that could reason about 
survival problems. With the advent of 

humankind, Life had a means of solving 
many problems much faster than natu-
ral selection.

In the last few thousand years, humans 
have begun the next step, creating tools to 
support cognitive function. For example, 
writing is an off -loading of memory func-
tion. We’re building tools— computers, 
networks, database  systems—that can 
speed up the processes of problem solv-
ing and adaptation. It’s not surprising that 
some technology  enthusiasts have started 
talking about possible consequences. 
Depending on our  inventiveness—and 
our artifacts’ inventiveness—there is the 
possibility of a transformation compara-
ble to the rise of human intelligence in the 
biological world. Even if the singularity 
does not happen, we are going to have to 
put up with singularity enthusiasms for 
a long time.

Get used to it.
In recent decades, the enthusiasts 

have been encouraged by an enabling 
trend: the exponential improvement 
in computer hardware as described by 
Moore’s Law, according to which the 
number of transistors per integrated cir-
cuit doubles about every two years. At 
its heart, Moore’s Law is about inven-
tions that exploit one extremely durable 
trick: optical lithography to precisely 
and rapidly emplace enormous numbers 
of small components. If the economic 
demand for improved hardware contin-
ues, it looks like Moore’s Law can con-
tinue for some time—though eventually 
we’ll need novel component technology  
(perhaps carbon nanotubes) and some 
new method of high-speed emplace-
ment (perhaps self-assembly). But what 

about that economic demand? Here is 
the remarkable thing about Moore’s 
Law: it enables improvement in com-
munications, embedded logic, informa-
tion storage, planning, and design—that 
is, in areas that are directly or indirectly 
important to almost all enterprise. As 
long as the software people can success-
fully exploit Moore’s Law, the demand 
for this progress should continue. 

Roboticist Hans Moravec may have 
been the first to draw a numerical con-
nection between computer hardware 
trends and artifi cial intelligence. Writing 
in 1988, Moravec took his estimate of the 
raw computational power of the brain 
together with the rate of improvement 
in computer power and projected that by 
2010 computer hardware would be avail-
able to support roughly human levels of 
performance. There are a number of rea-
sonable objections to this line of argu-
ment. One objection is that Moravec may 
have radically underestimated the com-
putational power of neurons. But even if 
his estimate is a few orders of magnitude 
too low, that will only delay the transi-
tion by a decade or two—assuming that 
Moore’s Law holds.

Another roboticist, Rodney Brooks, 
suggests in this issue that computation 
may not even be the right metaphor for 
what the brain does. If we are profoundly 
off  the mark about the nature of thought, 
then this objection could be a show-
stopper. But research that might lead to 
the singularity covers a much broader 
range than formal computation. There 
is great variety even in the pursuit of 
pure AI. In the next decade, those who 
credit Moravec’s timeline begin to expect 
results. Interestingly powerful comput-
ers will become cheap enough for a thou-
sand research groups to bloom. Some of 
these researchers will pursue the clas-
sic computational tradition that Brooks 
is doubting—and they may still carry the 
day. Others will be working on their own 
abstractions of natural mind functions—
for instance, the theory that Christof 
Koch and Giulio Tononi discuss in their 

article. Some (very likely Moravec and 
Brooks himself) will be experimenting 
with robots that cope with many of the 
same issues that, for animals, eventu-
ally resulted in minds that plan and feel. 
Finally, there will be pure neurologi-
cal researchers, modeling increasingly 
larger parts of biological brains in silico. 
Much of this research will benefi t from 
improvements in our tools for imaging 

The best answer to the question, 
“Will computers ever be as 
smart as humans?” is probably 

“Yes, but only briefl y”
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brain function and manipulat-
ing small regions of the brain.

 But  de spite  Mor ave c ’s 
estimate and all the ongoing 
research, we are far short of put-
ting the hardware together suc-
cessfully. In his essay, Brooks 
sets several intermediate chal-
lenges. Such goals can help us 
measure the progress that is 
being made. More generally, it 
would be good to have indica-
tors and counterindicators to 
watch for. No single one would 
prove the case for or against the 
singularity, but together they 
would be an ongoing guide for 
our assessment of the matter. 
Among the counter indicators 
(events arguing against the 
likelihood of the singularity) 
would be debacles of overween-
ing software ambition: events 
ranging from the bankruptcy 
of a major retailer upon the fail-
ure of its new inventory man-
agement system to the defeat of 
network- centric war fighters 
by a transistor-free light infan-
try. A tradition of such debacles 
could establish limits on appli-
cation complexity—independent 
of any claims about the power of 
the underlying hardware.

There are many possible 
positive indicators. The Turing 
Test—whether a human judge 
communicating by text alone 
can distinguish a computer 
posing as human from a real 
human—is a subtle but broad 
indicator. Koch and Tononi pro-
pose a version of the Turing Test 
for machine consciousness in 
which the computer is presented a scene 
and asked to “extract the gist of it” for 
evaluation by a human judge. One could 
imagine restricted versions of the Turing 
Test for other aspects of Mind, such as 
introspection and common sense.

 A s w it h p a st  compute r  pro g-
ress, the achievement of some goals 
will lead to interesting disputes and 
insights. Consider two of Brooks’s chal-
lenges: manual dexterity at the level of a 
6-year-old child and object-recognition 
capability at the level of a 2-year-old. 
Both tasks would be much easier if 
objects in the environment possessed 
sensors and effectors and could com-
municate. For example, the target of a 
robot’s hand could provide location and 

orientation data, even URLs for special-
ized manipulation libraries. Where the 
target has eff ectors as well as sensors, it 
could cooperate in the solution of kine-
matics issues. By the standards of today, 
such a distributed solution would clearly 
be cheating. But embedded microproces-
sors are increasingly widespread. Their 
coordinated presence may become the 
assumed environment. In fact, such 
coordination is much like relationships 
that have evolved between living things.

There are more general indicators. 
Does the distinction between neuro-
logical and AI researchers continue 
to blur? Does cognitive biomi metics 
become a common source of perfor-
ma nce i mprovement i n computer 

applications? From an entirely dif-
ferent direction, consider economist 
Robin Hanson’s “shoreline” metaphor 
for the boundary between those tasks 
that can be done by machines and those 
that can be done only by human beings. 
Once upon a time, there was a conti-
nent of human-only tasks. By the end 
of the 1900s, that continent had become 
an archipelago. We might recast much 
of our discussion in terms of the ques-
tion, “Is any place on the archipelago 
safe from further inundation?” Perhaps 
we could track this process with an 
objective economic index—say, wages 
divided by world product. However 
much human wealth and welfare may 
increase, a sustained decline in the ratio 
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of wages to world product would argue 
a decline in the human contribution to 
the economy.

Some indicators relate diff erent areas 
of technological speculation. In his essay, 
physicist Richard A.L. Jones critiques 
molecular nanotechnology  (MNT). Even 
moderate success with MNT could sup-
port Moore’s Law long enough to absorb 
a number of order-of-magnitude errors 
in our estimates of the computing power 
of the brain. At the same time, some of 
the advanced applications that K. Eric 
Drexler describes—things like cell-repair 
machines—depend on awesome prog-
ress with software. Thus, while success 
with MNT probably does not need the 
technological singularity (or vice versa), 
each would be a powerful indicator for 
the other.

Several of the essays discuss the plau-
sibility of mind uploads and consequent 
immortality for “our digitized psyches,” 
ideas that have recently appeared in 
serious nonfiction, most notably Ray 
Kurzweil’s The Singularity Is Near. As 
with nanotechnology, such develop-
ments aren’t prerequisites for the sin-
gularity. On the other hand, the goal of 
enhancing human intelligence through 
human-computer interfaces (the IA 
Scenario) is both relevant and in view. 
Today a well-trained person with a suit-
ably provisioned computer can look very 
smart indeed. Consider just a slightly 
more advanced setup, in which an 
Internet search capability plus math and 
modeling systems are integrated with a 
head-up display. The resulting overlays 

could give the user a kind of synthetic 
intuition about his or her surroundings. 
At a more intimate but still noninvasive 
level, DARPA’s Cognitive Technology 
Threat Warning System is based on the 
idea of monitoring the user’s mental 
activities and feeding the resulting anal-
ysis back to the user as a supplement to 
his or her own attention. And of course 
there are the  researchers working with 
direct neural connections to machines. 
Larger numbers of implanted connec-
tions may allow selection for effective 
subsets of connections. The human and 
the machine sides can train to accommo-
date each other.

To date, research on neural  prostheses 
has mainly involved hearing, vision, and 
communication. Prostheses that could 
restore any cognitive function would 
be a very provocative indicator. In his 
essay, John Horgan discusses neural 
research, including that of T.W. Berger, 
into  prostheses for memory function. In 
general, Horgan and I reach very dif-
ferent conclusions, but I don’t think we 
have much disagreement about the facts; 
Horgan cites them to show how distant 
today’s technology  is from anything like 
the  singularity—and I am saying, “Look 
here, these are the sorts of things we 
should track going forward, as signs of 
progress toward the singularity (or not).”

The Biomedical Scenario—directly 
improv ing the functioning of our 
own brains—has a lot of similarities 
to the IA Scenario, though comput-
ers would be only indirectly involved, 
in support of bioinformatics. In the 
near future, drugs for athletic abil-
ity may be only a small problem com-
pared with drugs for intellect. If these 
mind drugs are not another misera-
ble fad of uppers and downers, if they 
enable real improvements to memory 
and creativity, that would be a strong 
indicator for this scenario. Much fur-
ther out—for both logistical and ethical 
reasons—is the possibility of embryo 
optimization and germ-line engineer-
ing. Biomedical enhancement, even the 
extreme varieties, probably does not 
scale very well; however, it might help 
biological minds maintain some influ-
ence over other progress.

Brooks suggests that the  singularity 
might happen—and yet we might not 
notice. Of the scenarios I mentioned at 
the beginning of this essay, I think a pure 
Internet Scenario—where humanity plus 
its networks and databases become a 
super human being—is the most likely to 
leave room to argue about whether the 
singularity has happened or not. In this 
future, there might be all-but-magical 
scientifi c breakthroughs. The will of the 
people might manifest itself as a seamless 
transformation of demand and imagina-
tion into products and policy, with envi-
ronmental and geopolitical disasters rou-
tinely fi nessed. And yet there might be no 

explicit evidence of a superhuman player.
A singularity arising from networks of 

embedded microprocessors—the Digital 
Gaia Scenario—would probably be less 
deniable, if only because of the palpa-
ble strangeness of the everyday world: 
 reality itself would wake up. Though 
physical objects need not be individually 
sapient, most would know what they are, 
where they are, and be able to communi-
cate with their neighbors (and so poten-
tially with the world). Depending on the 
mood of the network, the average per-
son might notice a level of convenience 
that simply looks like marvelously good 
luck. The Digital Gaia would be some-
thing beyond human intelligence, but 
nothing like human. In general, I suspect 
that machine/network life-forms will be 
faster, more labile, and more varied than 
what we see in biology . Digital Gaia is a 
hint of how alien the possibilities are.

In his essay, Hanson focuses on the 
economics of the singularity. As a result, 
he produces spectacular insights while 
avoiding much of the distracting weird-
ness. And yet weirdness necessarily 
leaks into the latter part of his discus-
sion (even leaving Digital Gaia possibili-
ties aside). AI at the human level would 
be a revolution in our worldview, but we 
can already create human-level intel-
ligences; it takes between nine months 
and 21 years, depending on whom you’re 
talking to. The consequences of creat-
ing human-level artificial intelligence 
would be profound, but it would still be 
explainable to present-day humans like 
you and me.

But what happens a year or two after 
that? The best answer to the question, “Will 
computers ever be as smart as humans?” is 
probably “Yes, but only briefl y.”

For most of us, the hard part is believ-
ing that machines could ever reach parity. 
If that does happen, then the  development 
of superhuman performance seems very 
likely—and that is the singularity. In its 
simplest form, this might be achieved by 

“running the processor clock faster” on 
machines that were already at human 
parity. I call such creatures “weakly 
super human,” since they should be 
understandable if we had enough time 
to analyze their behavior. Assuming 
Moore’s Law muddles onward, minds 
will become steadily smarter. Would 
economics still be an important driver? 
Economics arises from limitations on 
resources. Personally, I think there will 
always be such limits, if only because 
Mind’s reach will always exceed its grasp.  

 If the singularity happens, the world 
passes beyond human ken 
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However, what is scarce for the new 
minds and how they deal with that 
scarcity will be mostly opaque to us.

The period when economics could 
help us understand the new minds 
might last decades, perhaps corre-
sponding to what Brooks describes as 

“a period, not an event.” I’d characterize 
such a period as a soft takeoff  into the 
singularity. Toward the end, the world 
would be seriously strange from the 
point of view of unenhanced humans.

A soft takeoff  might be as gentle as 
changes that humanity has encoun-
tered in the past. But I think a hard 
takeoff  is possible instead: perhaps the 
transition would be fast. One moment the world is like 2008, 
perhaps more heavily networked. People are still debating the 
possibility of the singularity. And then something...happens. 
I don’t mean the accidental construction that Brooks describes. 
What I’m thinking of would probably be the result of inten-
tional research, perhaps a group exploring the parameter space 
of their general theory. One of their experiments fi nally gets 
things right. The result transforms the world—in just a matter 
of hours. A hard takeoff  into the singularity could resemble a 
physical explosion more than it does technological progress.

I base the possibility of hard takeoff  partly on the known 
potential of rapid malcode (remember the Slammer worm?) but 
also on an analogy : the most recent event of the magnitude of 
the technological singularity was the rise of humans within 

the animal kingdom. Early humans could eff ect change orders 
of magnitude faster than other animals could. If we succeed in 
building systems that are similarly advanced beyond us, we 
might experience a similar incredible runaway.

Whether the takeoff  is hard or soft, the world beyond the 
singularity contains critters who surpass natural humans 
in just the ability that has so empowered us: intelligence. In 
human history, there have been a number of radical technolog-
ical changes: the invention of fi re, the development of agricul-
ture, the Industrial Revolution. One might reasonably apply 
the term singularity to these changes. Each has profoundly 
transformed our world, with consequences that were largely 
unimagined beforehand. And yet those consequences could 
have been explained to earlier humans. But if the transforma-
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tion discussed in this issue of Spectrum 
occurs, the world will become intrin-
sically unintelligible to the likes of us. 
(And that is why “singularity,” as in 

“black hole singularity of physics,” is 
the cool metaphor here.) If the singular-
ity happens, we are no longer the apex 
of intellect. There will be superhumanly 
intelligent players, and much of the 
world will be to their design. Explaining 
that to one of us would be like trying to 
explain our world to a monkey.

 B
oth Horgan and Nordmann 
express indignation that sin-
gularity speculation distracts 
from the many serious, real 
problems facing society. This 

is a reasonable position for anyone who 
considers the singularity to be bogus, 
but some form of the point should also 
be considered by less skeptical persons: 
if the singularity happens, the world 
passes beyond human ken. So isn’t 
all our singularity chatter a waste of 
breath? There are reasons, some minor, 
some perhaps very important, for inter-
est in the singularity. The topic has the 
same appeal as other great events in 
natural history (though I am more com-

fortable with such changes when they 
are at a paleontological remove). More 
practically, the notion of the singular-
ity is simply a view of progress that we 
can use—along with other, competing, 
views—to interpret ongoing events and 
revise our local planning. And fi nally: 
if we are in a soft takeoff , then power-
ful components of superintelligence will 
be available well before any complete 
entity. Human planning and guidance 
could help avoid ghastliness, or even 
help create a world that is too good for 
us naturals to comprehend.

Horgan concludes that “the singu-
larity is a religious rather than scien-
tific vision.” Brooks is more mellow, 
seeing “commonalities with religious 
beliefs” in many enthusiasts’ ideas. I 
argue against Horgan’s conclusion, 
but Brooks’s observation is more dif-
ficult to dispute. If there were no other 
points to discuss, then those common-
alities would be a powerful part of the 
skeptics’ position. But there are other, 
more substantive arguments on both 
sides of the issue. 

And of course, the spirituality card 
can be played against both skeptics 
and enthusiasts: Consciousness, intel-

ligence, self-awareness, emotion—even 
their defi nitions have been debated since 
 forever, by everyone from sophomores 
to great philosophers. Now, because of 
our computers, the applications that 
we are attempting, and the tools we 
have for observing the  behavior of liv-
ing brains, there is the possibility of 
making progress with these  mysteries. 
Some of the hardest questions may be 
ill-posed, but we should see a continu-
ing stream of partial answers and sur-
prises. I expect that many successes 
will still be met by reasonable criticism 
of the form “Oh, but that’s not really 
what intelligence is about” or “That 
method of solution is just an infl exible 
cheat.” And yet for both skeptics and 
enthusiasts, this is a remarkable pro-
cess. For the  skeptic, it’s a bit like sub-
tractive sculpture, where step-by-step, 
each partial success is removing more 
dross, closing in on the ineffable fea-
tures of Mind—a rather spiritual pros-
pect! Of course, we may remove and 
remove and fi nd that ultimately we are 
left with nothing but a pile of sand—and 
devices that are everything we are, and 
more. If that is the outcome, then we’ve 
got the singularity.  ❏
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• Vibration damping of fi ber reinforced composites    
• Fatigue prediction of fi ber reinforced composites    
• Fracture characteristics of fi ber reinforced composites joint
   

FOR ENGINEER POSITIONS, candidates should possess an 
Engineering Degree with excellent communication, analytical 
and problem solving skills and meet the below minimum 
requirements: 

ASSOCIATE PRINCIPAL
Masters with more than 6 years’ OR Bachelor with more than 8 
years’ work experience and experience in leading and participating 
in a team.

SENIOR ENGINEER
Masters with minimum 4 years’ OR Bachelor with minimum 6 
years’ work experience.

ENGINEER
Bachelor with 1-2 years’ work experience. Fresh graduates are 
welcome.

Work for Vestas – and be part of producing more 
than 50 million CO2-free MWh per year. That’s 
enough to power 12 million households.
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Open Postdoc posit ions:  at  EISLAB at 
Lulea University of Technology in Sweden. 
Specialization in Analog Electronics and Embedded 
Systems. More information at http://www.ltu.
se/csee/news/postdoc

National Chiao Tung 
University at 
Hsinchu, Taiwan:
The Department of Electrical Engineering invites ap-
plications for several tenure track faculty positions 
at all levels. Areas of interest to the department 
include microwave/millimeter-wave circuits and an-
tennas, RFIC, and microwave packaging technique. 
Candidates should have a Ph.D. degree in related 
fi elds, have demonstrated record of research accom-
plishment in these areas and strong commitment to 
excellence in teaching. Please send (or e-mail) cur-
riculum vitae and names of at least three references 
with both postal and e-mail addresses to Institute 
of Communications Engineering, Department of 
Electrical Engineering, ED819, National Chiao Tung 
University, 1001 Ta Hsueh Road, Hsinchu, 300 Tai-
wan (e-mail: qponing@mail.nctu.edu.tw). Review 
of applications will commence in April 2008 and 
continue until the positions are fi lled. The depart-
ment has the country’s 
largest and strongest 
postgraduate program 
in communication sci-
ence and technologies, 
with 80 full-time faculty 
members and more than 
800 graduate students.

ieee spectrum 
classifi eds

(IEEE Web Account Required)

www.ieee.org/myieee
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ESIEE-Paris, a member of the University Paris-Est provides electronics, computer science,
telecommunications, and control systems and technology management. 

Applications are open for 7 permanent professor positions 

to be involved in teaching and research 

(in France from September, 2008)

❏ Computer science and networks

❏  Computer Science and imaging

❏  Real-time Distributed Systems

❏  Nanotechnology and Micro Systems

❏  Urban communication systems

❏  Embedded Electronics Systems

❏  Digital Electronics Design

Online applications :  http://www.esiee.fr/groupe/postes.php 

The appointee will require a strong interest and track record in scientific research and its industrial applications. Previous R&D experience is 

a plus. Owing to the international nature of this appointment, knowledge of French is a plus, but teaching can be in English. 

Applications must include full curriculum vitae, reprints of a relevant recent publications and a short description of present and future research

programs.

Deadline for application : June 15th, 2008

Application materials must be sent to the following address :

Doyen du Corps Professoral

ESIEE - Cité Descartes – BP99

93162 Noisy-le-Grand cedex - France

Tél. : (33) 01 45 92 65 16

Télécopie : (33) 01 45 92 66 99

Email : doyen@esiee.fr

THE SCHOOLS OF INNOVATION AND ADVANCED TECHNOLOGIES

ONR Global is searching for scientists and 
engineers for international positions.

The mission of the Office of Naval Research (ONR) Global is to serve as 
the primary international science and technology (S&T) node of the Naval 
Research Enterprise, provide access to the worldwide S&T community and to 
ensure technological awareness.

ONR Global is seeking highly qualified individuals to serve on a temporary 
assignment (2-4 years) as liaison scientists and engineers in our offices in 
London and Tokyo. Liaison scientists and engineers build relationships with 
emerging and leading international scientists, provide technical assessments, 
and facilitate the integration of international research into ONR programs. 
Currently we are seeking scientists and engineers with expertise in a range 
of Naval relevant disciplines including:

• Applied physics 
• Autonomous systems
• Behavioral sciences
• Communication networks

• Directed energy
• Human factors
• Materials science

For information on the Office of Naval Research Global please visit our 
webpage at www.onrglobal.navy.mil.asp. Please send your resume to 
cstewart@onrglobal.navy.mil if interested. Review of applications will 
be ongoing throughout the year. This is a detail opportunity for current 
federal government employees or an Intergovernmental Personnel Act (IPA) 
opportunity for employees of universities or non-profit organizations. 

Founded in 1911, The University of Hong Kong is committed to the highest
international standards of excellence in teaching and research, and has been
at the international forefront of academic scholarship for many years. Of
a number of recent indicators of the University’s performance, one is its
ranking at 18 among the top 200 universities in the world by the UK’s Times
Higher Education Supplement. The University has a comprehensive range of
study programmes and research disciplines, with 20,000 undergraduate and
postgraduate students from 50 countries, and a complement of 1,200 academic
members of staff, many of whom are internationally renowned.

Assistant Professor in Photonics
in the Department of Electrical and Electronic Engineering

(Ref.: RF-2007/2008-643)
Applications are invited for appointment as Assistant Professor in Photonics
in the Department of Electrical and Electronic Engineering, from November
2008 on a three-year fixed-term basis, with consideration for tenure after
satisfactory completion of a second contract.

The Department offers B.Eng., M.Sc., M.Phil. and Ph.D. programmes. The
B.Eng. programmes comprise Electronic and Communications Engineering, 
Information Engineering, Electrical Engineering and Computer Engineering
(jointly with the Department of Computer Science). The Department consists
of 40 full-time teaching staff and has excellent computing resources, well-
equipped teaching and research facilities and support. Information about the
Department can be obtained at http://www.eee.hku.hk/.

Applicants should possess a Ph.D. degree in Electrical/Electronic/Computer
Engineering or a closely related field, and an excellent research record.

Annual salary for Assistant Professorship will be in the range of
HK$474,600 - HK$733,440 (approx. US$1 = HK$7.8) (subject to review
from time to time at the entire discretion of the University). At current rates,
salaries tax does not exceed 17% of gross income.  The appointment will
attract a contract-end gratuity and University contribution to a retirement
benefits scheme, totalling up to 15% of basic salary, as well as leave, and
medical/dental benefits. Housing benefits will be provided as applicable.

Further particulars and application forms (272/302 amended) can
be obtained at https://www.hku.hk/apptunit/; or from the Appointments
Unit (Senior), Human Resource Section, Registry, The University of
Hong Kong, Hong Kong (fax: (852) 2540 6735 or 2559 2058; e-mail:
senrappt@hkucc.hku.hk). Closes June 23, 2008. Candidates who are not
contacted within 4 months from the closing date may consider their
applications unsuccessful.
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GOOD INTENTIONS: HAL 9000 and Colossus 
mean well, but their single-mindedness in 
carrying out their programmed objectives turns 
out badly for the humans in their midst.

DEADLY BUT BEAUTIFUL: Number Six, 
the robotic femme fatale of the sci-fi  
series “Battlestar Galactica,” engineers 
the deaths of billions of people—
yet longs for their approval.

BOY WONDER: The superpowered, ever 
benign Astro Boy touched the hearts of 
millions of fans in post–World War II Japan. 

THINKING MACHINES [clockwise from top]: The Terminator (fi lm, 1984); Agent Smith, from The Matrix (fi lm, 1999); Colossus supercomputer, 
from Colossus: The Forbin Project (fi lm, 1970); HAL 9000, from 2001: A Space Odyssey (fi lm, 1968); Robot Maria, from Metropolis (fi lm, 1927); 
William Gibson’s Neuromancer (novel, 1984); Number Six, a Cylon from “Battlestar Galactica” (TV series, 2003–); Roy Batty, a replicant from 
Blade Runner (fi lm, 1982); the boy-robot David, from Artifi cial Intelligence: A.I. (fi lm, 2001); Isaac Asimov’s I, Robot (short-story collection, 
1950); Rosey the Robot, from “The Jetsons” (TV series, 1962–63); K.I.T.T., the talking car, from “Knight Rider” (TV series, 1982–86); android 
Lt. Commander Data, from “Star Trek: The Next Generation” (TV series, 1987–94); Robert Heinlein’s The Moon Is a Harsh Mistress (novel, 
1966); Robby, from Forbidden Planet (fi lm, 1956); Astro Boy (Japanese manga series, original run 1952–68). 

PHOTOS, CLOCKWISE FROM TOP: 
Carolco/The Kobal Collection; 
Warner Bros./The Kobal Collection; 
Universal/The Kobal Collection; MGM/
The Kobal Collection; UFA/The Kobal 
Collection; Ace Hardcover; Sci Fi; 
Cat’s Collection/Corbis; Amblin/
Dreamworks/WB/The Kobal Collection; 
Spectra; Turner Broadcasting System; 
Universal TV/The Kobal Collection; 
Paramount Television/The Kobal 
Collection; G.P. Putnam’s Sons; 
MGM/The Kobal Collection; 
Courtesy of Tezuka Productions Co.

Singularity
Index

The singularity—that pivotal moment when machines attain humanlike 
 intelligence—may never arrive, but don’t tell Hollywood. Over the years,  writers, 
directors, and set designers have envisioned worlds in which machines rule. 
Whether benign or evil or somewhere in between, these mechanized souls 
tend to mirror society’s own attitudes toward technology. In the 1927 silent 
classic Metropolis, the robot doppelgänger Maria foments rebellion among the 
human workers—a refl ection of that era’s real-world struggles over labor and 
class. The trust-in-technology 1950s and early 1960s, by contrast, yielded 

a fl eet of friendly helpers, from Robby the Robot in Forbidden Planet to 
Rosey, the automaton maid in “The Jetsons.” Recent incarnations 

of humanlike machines have been more subtly drawn: though 
often physically superior, they remain confl icted about their 

existence and uneasy about their human creators. Here 
we off er a few depictions of the singularity, as seen 

through the lens of pop culture.  ❏
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  Lisa Lazareck
  IEEE Graduate Member

“The IEEE endeavors to support both the 

student and the young professional. I feel 

that, as my needs have changed over the years, 

IEEE has been an ever-changing resource for 

me to utilize.”

Why We Stay...

IEEE Membership: 

Connecting Professionals, Advancing Technology

For more information, visit: www.ieee.org/benefi ts
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